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INTRODUCTION

Human-robot interaction (HRI) is an emerging field that has been receiving growing
attention in recent years. HRI involves the design and development of robots that can
interact with humans in a natural and intuitive way. However, designing robots that can
effectively interact with humans remains a challenge due to the complexity and variability
of human behavior [1]. One critical aspect of HRI is the ability of robots to understand
and respond to human attention cues, such as gaze direction and body orientation [2, 3].
The application of attention models to HRI is still in its early stages, and there is a need
for research on how to develop and integrate these models into HRI systems [4].

Several studies have shown the importance of human attention models for anthropo-
morphic, intuitive and efficient HRI. For instance, research has demonstrated that incor-
porating attention models into HRI systems can improve the robot’s ability to engage and
interact with humans in a more natural and intuitive way [5]. Moreover, attention models
have been shown to be effective heuristic functions for other computer vision models, such
as object detection and segmentation [6].

Background

Attention is the process of selectively focusing on certain stimuli while ignoring others
[7]. It plays a crucial role in human perception, memory, learning, and decision-making.
Attention has been studied extensively in cognitive and neuroscience research, which has
identified several factors that affect attention, including top-down attention, bottom-up
attention, and attentional control.

According to Chun and Jiang (1998), top-down attention refers to attention that is
driven by the goals, expectations, and knowledge of the observer [8]. For example, if
someone is searching for a specific object, they will selectively attend to stimuli that are
relevant to their search while ignoring irrelevant stimuli. Bottom-up attention, on the
other hand, refers to attention that is driven by the sensory features of the stimuli, such
as color, shape, or motion. For example, a sudden loud noise may capture someone’s
attention, even if they were not actively searching for it. Attentional control refers to
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Introduction

the ability to selectively allocate attentional resources to certain stimuli while inhibiting
others [9].

Attention modeling plays a vital role in the development of robots that interact with
humans in a seamless and intuitive way. Research on human attention enables the creation
of models for robots to identify and respond to human attention cues, thereby enhancing
their performance and usefulness in real-world applications. For instance, in social robo-
tics, robots can use attention cues to engage in nonverbal communication with humans,
such as maintaining eye contact, responding to gestures, and anticipating actions [10]. Mo-
reover, attention modeling has extensive applications in HRI, including assistive robotics,
entertainment robotics, and industrial robotics. For example, assistive robots for elderly
people can use attention cues to assist in daily tasks such as fetching items or providing
medication reminders [10]. Entertainment robots, on the other hand, can benefit from
attention modeling to enhance their ability to interact with humans in games and social
activities [11]. In industrial robotics, attention modeling can be applied to improve the
safety of human-robot collaborations by enabling robots to detect and respond to human
attention cues during task execution [12]. Therefore, the importance of understanding
human attention and developing attention-based models for robots cannot be overempha-
sized as it offers numerous opportunities to enhance the performance and capabilities of
robots in various HRI domains.

There are several methods of modeling human attention, mainly saliency video predic-
tion and moving object detection models. Saliency video prediction models use computer
vision techniques to predict the most salient regions of a video frame, which are the re-
gions that are most likely to capture human attention. These models typically use features
such as color, intensity, and motion to predict saliency. According to Borji and Itti (2012),
saliency prediction models have been shown to be effective in predicting human fixations
in natural scenes [13].

Moving object detection and segmentation models use computer vision techniques to
detect and segment moving objects in a scene, which are likely to capture human attention.
These models typically use motion analysis techniques to detect moving objects. According
to Wang et al. (2003), moving object detection models have been shown to be effective in
detecting and tracking human movements in HRI applications [14].
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Research Problem and Questions

HRI is a rapidly evolving field that aims to improve the interactions between humans
and robots. With the increasing prevalence of robots in our daily lives, it is becoming
increasingly important to develop robots that can effectively interact with humans in
various contexts. While traditional approaches to HRI have focused on designing robots
with pre-programmed behaviors and responses, recent advances in machine learning have
enabled the development of more sophisticated HRI systems that can learn from and
adapt to human behavior [2, 15, 16].

One critical aspect of HRI is the ability of robots to understand and respond to
human attention cues. Attention is a fundamental cognitive process that allows humans
to selectively process information and focus on relevant stimuli. By understanding human
attention cues, robots can adapt their behavior and responses to better meet human needs
and preferences [17]. For example, a robot that can accurately predict where a human
is looking can better anticipate the human’s needs and preferences, leading to a more
intuitive and efficient interaction.

However, the application of attention models to HRI is still in its early stages, and
there is a need for research on how to develop and integrate these models into HRI systems.
Current attention models are often developed and tested in controlled laboratory settings,
and there is a lack of research on how to apply these models in real-world HRI scenarios.
Furthermore, there is a need to develop attention models that can be integrated into
existing HRI frameworks, such as the Robot Operating System (ROS) [18], to enable
more intuitive and adaptable HRI.

To address these challenges, this thesis aims to apply interactive machine learning
models to HRI by developing and testing attention models that can be used as heuristic
functions in real-world HRI applications. By developing and testing these models, we can
gain a better understanding of the underlying principles of attention in HRI and how they
can be leveraged to create more intuitive and adaptable robots. The goal is to develop
attention models that can be integrated into existing HRI frameworks, enabling more
effective and efficient HRI in various application domains.

These are the main research questions this thesis is going to address.
— What are the key computer science principles underlying attention models in HRI,

and how can these principles be translated into interactive machine learning mo-
dels ?
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— How effective are the proposed attention models, including the Video Saliency
Prediction Model and the Moving Object Detection and Segmentation Model, in
predicting and responding to human attention cues in real-world HRI scenarios ?

— How can the proposed attention models be integrated into existing HRI frame-
works, such as the ROS, to enable more intuitive and adaptable HRI ?

— How do the proposed attention models compare to other state-of-the-art machine
learning models in terms of accuracy, efficiency, and robustness, and what are the
implications for future research in this area ?

— What are the potential applications of the proposed attention models, both within
and beyond the field of HRI, and how can they be used to improve the performance
and usability of interactive systems in various domains ?

Objectives and hypotheses

The main objectives of this thesis are :
— Develop and evaluate human attention models, namely Video Saliency Prediction

Model and Moving Object Detection and Segmentation Model, for HRI applica-
tions.

— Develop an integrated framework for applying these attention models to human-
robot interactions on the Pepper Humanoid Robot using the ROS.

— Test the efficacy of the developed attention models and the integrated framework
in various HRI scenarios.

Moreover, we hypothesize that
— The Video Saliency Prediction Model and Moving Object Detection and Segmenta-

tion Model will accurately predict human attention cues in various HRI scenarios,
leading to more efficient and intuitive interactions.

— The integrated framework for applying these attention models to HRI will improve
the overall performance of Social Robots like Pepper Humanoid Robot in various
HRI scenarios.

Methodology

The methodology for this thesis will consist of four main phases : data collection,
model development, model evaluation, and integrated framework development.

12
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The data collection methodology for this thesis will involve using existing large dyna-
mic gaze fixation datasets, such as DHF1K [19], solely for the development and evaluation
of the Video Saliency Prediction Model. This model aims to predict human attention cues
in video frames accurately. On the other hand, for the Moving Object Detection and Seg-
mentation Model, we will be using activity recognition datasets such as CDNet2014 [20,
21]. These datasets contain a wide range of activities and will be used to evaluate the mo-
del ability to detect and segment moving objects in dynamic environments. By utilizing
existing datasets, we can reduce the cost and time associated with data collection, allo-
wing us to focus on the development and evaluation of the attention models for efficient
HRI.

In the model development phase, two attention models, namely the Video Saliency
Prediction Model and Moving Object Detection and Segmentation Model, will be de-
veloped using state-of-the-art machine learning techniques. The models will be trained
using the collected data from the previous phase. The Video Saliency Prediction Model
will predict regions of the video that are most likely to attract human attention, while
the Moving Object Detection and Segmentation Model will identify and segment moving
objects in the video, which are also likely to attract human attention.

In the model evaluation phase, the developed models will be evaluated based on their
ability to predict human attention cues accurately. The evaluation will be conducted
using various performance metrics, including but not limited to Area Under the Curve -
Judd (AUC Judd), Shuffled Area Under the Curve (s-AUC), Correlation Coefficient (CC),
Similarity (SIM), Normalized Scanpath Saliency (NSS), precision, recall, and F-measure
(F1-score). The models will be evaluated using a set of test data that were not used for
model development.

In the integrated framework development phase, an integrated framework will be de-
veloped for intuitive and anthropomorphic HRI. The integrated framework will be based
on the Robot Operating System framework and will be designed to work with the Pepper
Humanoid Robot. To evaluate the performance of the integrated framework for intuitive
HRI, subjective rating will be conducted. These studies will involve human participants
interacting with the Pepper Robot both in virtual and real environments, in various
scenarios, while their responses will be evaluated to assess the framework from various
perspectives under four scenarios.

13
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Significance of the research

This thesis is important as it addresses the critical need for more intuitive and respon-
sive HRI systems through the development and integration of human attention models.
The contribution of this thesis to the field of saliency prediction, moving object detection
and segmentation, and HRI lies in the development and evaluation of two novel human
attention models, namely the Video Saliency Prediction Model and the Moving Object De-
tection and Segmentation Model, and their application to HRI scenarios. In video saliency
prediction, we explore the use of spatio-temporal features to efficiently identify visually
salient regions in videos. Our approach involves an interactive model that combines a
stacked-ConvLSTM architecture with a custom XY-shift frame differencing layer. On the
other hand, in the domain of moving object detection and segmentation, we emphasize the
importance of motion in capturing human attention and identifying areas of interest. To
address this, we propose an innovative method that combines XY-shift frame differencing
and three-frame differencing techniques with a three-stream encoder-decoder architecture.
The model integrates feature maps from both the original frame and the frame differen-
cing component, utilizing transfer learning with VGG-16 as the convolutional base. The
resulting segmentation map is generated through deconvolution.

The proposed integrated framework developed in this thesis can significantly improve
the overall performance of robots in various HRI scenarios, which has practical implica-
tions in many fields. For example, in healthcare [10], robots can be used to assist with
tasks such as patient monitoring and care, while in education [22], robots can be used to
assist in teaching and learning. Moreover, this thesis can have potential impacts on policy
or practice, particularly in the context of RoboCup@Home Social Standard Robotics. The
RoboCup@Home Social Standard Robotics aims to create a benchmark for the develop-
ment of socially intelligent robots that can interact with humans in various real-world
scenarios. The findings of this thesis can contribute to the development of robots that
meet the standards set by RoboCup@Home Social Standard Robotics.

In summary, the contribution of this thesis to the field of saliency prediction, moving
object detection and segmentation, and HRI lies in the development and evaluation of
two novel human attention models and the proposed integrated framework. The potential
practical applications and impacts of this thesis on policy or practice are significant,
particularly in the context of RoboCup@Home Social Standard Robotics.
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Structure of the thesis

In this thesis, we present findings at this research interface of machine learning, human-
robot interaction, computer vision and human attention models. Specifically, we develop
and employ human attention models and reconfigure the standard human-robot inter-
action frameworks in a way they consume human attention model to achieve intuitive,
anthropomorphic, and efficient HRI. Hence, this thesis is structured under the following
chapters :

The Introduction part, the current section, provides an overview of the research
problem and objectives, as well as the research questions that this thesis aims to answer.
It also explains the significance of the research in the context of HRI.

Chapter 1 reviews the existing literature on saliency prediction, moving object detec-
tion and segmentation, and HRI. It also discusses the strengths and limitations of the
current approaches and identifies research gaps that this thesis aims to fill.

Chapter 2 presents the proposed video saliency prediction model and the methodology
used to develop and evaluate it. It also presents the experimental results and discusses
the strengths and limitations of the proposed approach.

Chapter 3 presents the proposed moving object detection and segmentation model and
the methodology used to develop and evaluate it. It also presents the experimental results
and discusses the strengths and limitations of the proposed approach.

Chapter 4 presents the integrated framework that combines the attention models with
control algorithms. It also describes the methodology used to evaluate the framework and
presents the experimental results.

The Conclusion summarizes the main findings of the thesis and highlights the contri-
butions to the field of HRI and other related fields. It also discusses the limitations of the
proposed approaches and suggests potential future works to address these limitations.

Finally, in the Publications section, we have incorporated a chapter enclosing list of
our publications constituting this thesis.

15





Chapitre 1

STATE OF THE ART

In recent years, there has been a growing interest in developing intelligent robotic
systems that can interact with humans in a natural and intuitive way. The development
of such systems requires a deep understanding of both the technical and social aspects of
human-robot interaction (HRI) [23].

To this end, the development of interactive machine learning models has opened up
new possibilities for HRI. These models allow robots to learn from human interactions
and improve their ability to understand and respond to human behavior. These models
allow robots to adapt to different situations and respond to human behavior in a more
natural and intuitive way [24].

Interactive machine learning models (IMLM) refer to a class of machine learning mo-
dels that are designed to engage with users to improve their performance [25]. IML models
can take a variety of forms, but they generally involve some degree of interaction between
the model and the user, with the aim of improving the accuracy and usefulness of the
model. One of the key contributions of IMLM to HRI is their ability to improve the ef-
ficiency and accuracy of human-robot interactions. Robots equipped with these models
can quickly adapt to changes in human behavior and respond appropriately. This makes
it easier for humans to interact with robots, which can lead to increased productivity and
efficiency in a variety of settings. Another contribution of interactive machine learning
models to HRI is their ability to improve the safety of human-robot interactions. Robots
equipped with these models can learn to recognize and respond to potentially dangerous
situations, reducing the risk of accidents and injuries. Interactive machine learning models
also have the potential to improve the overall user experience of interacting with robots.
Robots equipped with these models can learn to recognize and respond to human emo-
tions, making interactions more natural and intuitive. This can improve the overall user
experience and make it easier for humans to interact with robots in a variety of settings.

A more sophisticated and nuanced understanding on human attention can be acquired
by incorporating data on human attention into the machine learning process. Human-
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attention models provide a more focused and specialized approach to understanding hu-
man attention, allowing robots to more accurately detect and respond to human behavior.

In this thesis, we present our research contributions that are inspired by the synergy
among interactive machine learning models, human-robot interaction interfaces and per-
ception mechanisms, and human attention models (see Figure 1.1). We have undertaken
various researches towards improving the state-of-the-art human attention models (such
as saliency prediction models and moving object detection and segmentation models) and
implemented them to enhance the anthropomorphic capability and efficiency of robots in
human-robot interaction setting.

Figure 1.1 – Diagrammatic Representation Domain of our Thesis

Consequently, in the following sections, we will present the current state of the art in
these areas, highlighting recent advancements and key research findings. By examining the
latest research in interactive machine learning, interactive models, and human-attention
models, we can gain a deeper understanding of the opportunities and challenges in human-
robot interaction and pave the way for the development of more effective and engaging
robotic systems.

1.1 Human-Robot Social Interaction

Over the past few decades, there have been significant advancements in the field of
human-robot social interaction [26]. These advancements have led to the development
of robots that are capable of interacting with humans in natural and meaningful ways,
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1.1. Human-Robot Social Interaction

enhancing collaboration and improving the overall user experience [27, 28, 29, 30, 31, 32]
.

One of the key areas of research in human-robot social interaction is developing al-
gorithms that enable robots to interpret human gestures, facial expressions, and vocal
cues [33, 15, 34, 35, 36, 37, 38, 39]. These algorithms often rely on machine learning
and computer vision techniques to recognize and interpret human actions and emotions.
For example, researchers have developed algorithms that allow robots to recognize dif-
ferent facial expressions and respond accordingly. This enables robots to interact with
humans more effectively, improving the overall user experience. Another area of research
in human-robot social interaction is developing social robots that can understand and
respond to human emotions [15]. These robots are designed to be empathetic and to pro-
vide emotional support to humans. Researchers have developed algorithms that enable
robots to recognize human emotions based on vocal cues, facial expressions, and body
language. These robots can then respond with appropriate emotional cues, such as facial
expressions or vocal intonations, to provide emotional support to humans.

Advancements in interfacing mechanisms have also played a crucial role in improving
human-robot social interaction. Researchers have developed various interfacing mecha-
nisms, such as speech recognition [40, 41, 42], haptic interfaces [43, 44], and voice as-
sistants [33], to enable humans to interact with robots more easily. These mechanisms
allow humans to communicate with robots in natural ways, improving the overall user
experience. Moreover, perception mechanisms have also seen significant advancements in
recent years. Researchers have developed sensors that allow robots to perceive their envi-
ronment more effectively, enabling them to navigate and interact with their surroundings
more effectively. For example, robots can use depth sensors [45] to perceive objects in their
environment and avoid obstacles while navigating. These advancements in human-robot
social interaction, interfacing, and perception mechanisms have significant implications for
the development of future robotic technologies. It is enabling the development of robots
that are capable of interacting with humans in natural and meaningful ways, improving
collaboration and enhancing the overall user experience. As robots become increasingly
present in our lives, it is crucial to continue investing in these areas of research to ensure
that robots can effectively support human needs and enhance human experiences.

In the following parts of this section, we discuss the state-of-the-art on the key enabling
technologies to achieve a seamless and intuitive HRI. We discuss the state-of-the-art of
intermediate human–robot interfaces (bi-directional) and state-of-the-art perception me-
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chanisms.

1.1.1 Human-Robot Interaction Interfaces

Human beings are a social species that relies on cooperation to survive and thrive.
Humans embrace a diversity of experiences working together. Such cooperative working
environments enabled the development of implicit and explicit communication standards
for intuitive perception and communication of task-oriented information flow [16]. Design
of such communication standards where the robot has information of human intentions
and needs has been the main objectives of human-robot interaction researches [26, 46,
47]. This is due to the fact that understanding communication principles can potentially
lead to an enhanced physical human–robot interaction performance [48].

A common type of communication interfaces are built on the use of visual or language
commands. In these interfaces, humans employ such user-friendly techniques to commu-
nicate with the robot. The effort to integrate such visual [49], language commands [33],
or their combination [50, 51], started in early of robotics. The use of head [52], body [53]
or arm gestures [35, 36, 37, 38, 39] are common examples in the areas of human–robot
interaction and collaboration. In this direction, a method to interpret the human intention
from the latest history of the gaze movements and to generate an appropriate reactive
response in a collaborative setup was proposed in Sakita et al. (2004) [54]. Authors in
Hawkins et al. (2013) developed a vision-based interface to predict in a probabilistic man-
ner when the human will perform different sub-tasks that may require robot assistance
[55]. The developed technique allows for the tracking of the human variability, environ-
mental constraints, and task structure to accurately analyse the timings of the human
partner’s actions.

Such audio-visual features appear natural to humans. However, their usage is limited
to activating high-level robot operations. This is mainly due to the complexity of deriving
the desired sensorimotor behaviour from these higher-level features. Hence the derivation
of such complex sensorimotor behaviour from audio-visual features require better capa-
bilities of autonomous robots. On the other hand, the use of robots for a wider range of
applications require these vision or auditory based interfaces.

Human attention has been analysed through interfaces that use force/pressure sen-
sors. This has been used an alternative human-robot interface mechanism to audio-visual
features due to its simplicity. The application of such interfaces has been observed in
collaborative object transportation [43, 56, 57, 58, 59, 60, 61], object lifting [62, 63], ob-
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ject placing [61, 64], object swinging [65, 66], posture assistance [67, 68], and industrial
complex assembly processes [69, 70]

The interaction forces/torques are used to regulate the robot control parameters and
trajectories in the aforementioned research works. This is following the admittance [71] or
impedance [61, 57] causality. Despite the large margin of applications, tasks in a shared
and non-deterministic environment can induce various unpredictable force components to
the sensor readings [72]. This can significantly reduce the suitability of such an interface in
more complex interaction scenarios since it can be difficult to distinguish the components
related to the active counterpart(s) behaviour from the ones generated from the interaction
with the environment.

On the contrary, the utilization of physiological indices to comprehend the profound
and intensified dynamics of the human physiological system, although valuable, presents
significant challenges when applied in real-time human-robot interaction (HRI) scenarios.
For instance, techniques such as electromyography (EMG) [73] and electroencephalogra-
phy (EEG) [74], as well as other bio-signals like electrodermal activity [75, 76], have been
employed to discern human intentions. However, their implementation in real-time HRI
applications remains rare due to their weightiness and the intensive processing they re-
quire. For example, the adaptability and user-friendliness of EMG have led to exhaustive
experimentation in human-in-the-loop robot controls. EMG signals have found wides-
pread use in diverse domains, including prosthesis [77, 78], exoskeletons [79, 80], and
industrial manipulator control [81, 82]. These research endeavors have utilized EMG si-
gnals to anticipate the stiffening or complying behavior of torque-controlled robotic arms
in co-manipulation tasks. Notably, in the work by [82], EMG signals were employed to
predict the stiffening or complying behavior of a torque-controlled robotic arm during a
co-manipulation task, enabling real-time estimation of the leading and following roles of
the human and robot counterparts. In another study by [83], EEG signals were employed
to command a partially autonomous humanoid robot based on high-level descriptions of
the task. However, the usage of EEG signals in real-time HRI applications necessitates
intensive processing and is therefore infrequently applied.

In addition to human’s intentions and control commands, it is crucial for the robots
to estimate the emotional states of a human partner in order to be socially responsive,
engage longer with users and promote natural HRI [34]. More importantly, estimation of
workload, emotion and or anxiety and errors is crucial for ergonomic and safe human-
robot collaboration in both domestic and industrial spaces [15, 26]. Authors in Szafir et
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al. (2013) reported an interesting study in which a humanoid robot monitored students’
EEG signals during storytelling and gave them attention-evoking immediacy cues (either
in verbal or non-verbal form) whenever engagement drops were detected [84]. In doing so,
they extracted EEG levels in alpha, beta and theta frequency bands and smoothed them
into an engagement signal that would represent attention levels. Every time the attention
level went below a pre-defined threshold, the robot displayed immediacy cues such as
increased spoken volume, increased eye contact, and head-nodding. Similarly, Ehrlich et
al. (2014) proposed an EEG-based framework for detection of social cues such as gaze by
a humanoid robot as a measure for social engagement [85]. They instructed subjects to
either wait for the robot to make eye-contact with them or to intentionally generate brain
patterns for the robot to initiate eye-contact with them. By extracting frequency band
powers as discriminating features in an offline analysis, they could find high classification
performance between the two conditions. Such predictive model could be implemented
in a human-robot interaction in order to enable the robot to estimate its social role and
adapt its behavior to the expectations of the human partner. Another research in Rani et
al. (2004) [86] developed a method to detect human anxiety in a collaborative setup by
extracting features from EMG, electrocardiography (ECG) and Electrodermal responses.
In a similar work, the human physical fatigue was detected and used to increase the
robot’s contribution to the task execution [87].

Unique sensory data based interfaces can configure a pre-defined robot behaviour in
collaborative settings. However, the functionality of these interfaces is limited and cannot
be easily generalized across domain scenarios. Put succinctly, force or pressure sensors
outperform visual feed back based estimation of exchange amount of energy. Similarly, the
use of bio-signals such as EMGs for tracking of the human limb movements may result in
less accurate performances in comparison to the external optical or Inertial Measurement
Unit (IMU) based tracking systems [88, 89]. To this end, multi-modal interfaces [90, 91,
82], interfaces that associate multi-modal sensory information to different robot control
modalities, is proposed by various researches. For instance, the authors in Agravante
et al. (2014) [57] and Rozo et al. (2016) [92] proposed a hybrid approach by merging
vision and force sensing, to decouple high- and low-level interaction components in a joint
transportation task where a human and humanoid robot carry a table with a freely moving
ball on top. A similar work proposed a multi-modal scheme for intelligent and natural
human–robot interaction [93] by merging vision-based techniques for user localisation,
person localisation and person tracking and their embodiment into a multi-modal overall
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interaction schema.

Likewise, auditory features has been used with other interfaces in multi-model setting.
It has been used to pause, stop or resume the execution of a dynamic co-manipulation
task, the control parameters of which regulated by an EMG based interface. In Yang
et al. (2016), authors developed a multi-modal teaching interface on a dual-arm robotic
platform [94]. The interface was built on the use of EMG on the user arm and force
sensors on robot end-effector. In this setup, one robotic arm is connected to the tutee’s
arm providing guidance through a variable stiffness control approach, and the other to
the tutor to capture the motion and to feedback the tutees performance in a haptic
manner. The reference stiffness for the tutors arm stiffness was estimated in real-time and
replicated by the tutee’s robotic arm. In Ivaldi et al. (2017), multi-modal communication
of people interacting physically with the humanoid iCub to build objects is studied [95].
Participants would naturally gaze at the robot’s hands or face to communicate the focus of
attention of the collaborative action, while speaking to the robot to describe each action.
The authors found that individual factors of the participants influence the production
of referential cues, both in speech and gaze : particularly, people with negative attitude
towards robots avoid gazing at the robot, while extroverted people speak more to the
robot during the collaboration.

Multi-modal interfaces improved the performance of compound robot behaviour gene-
ration. This fact attracted researchers attention towards the usage of multi-source sensory
information in for improved HRI [26]. The inclusion of multiple communication channels
in the development of the intermediate interfaces will potentially contribute to an increase
in the human cognitive burden and the low level robot control complexity. However, the
more communication channels included, the worst the intuitiveness of the HRI and the
excessive human effort to operate in a specific robot modality. This has been addressed
by multiple authors giving much emphasis on shared communication modalities [96, 97].
Alternative robotic learning techniques such as gradual mutual adaptation [68, 82], rein-
forcement learning [65] or learning from demonstration [98, 62, 99, 58], has been used
to loosen the communication loop demands that come along with an increased level of
robot autonomy. To mention a recent contribution in this regard, an extended version of
Gaussian Mixture Model (GMM) with weighted data coupled with Gaussian Mixture Re-
gression (GMR) is used for learning by demonstration in Legeleux et al.(2022) [98]. Their
model gives the possibility to the user to impact the learning by choosing which parts of
the demonstration has more importance. The performance of the model’s in trajectory
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generation is tested using two tasks and two robots.

1.1.2 Human-Robot Interaction Perception Mechanisms

Audio-visual systems are a source of powerful sensory inputs that contribute to a
fast and accurate perception of the movement kinematics and the environment. These
systems allow constant updates on internal models. Audio-visual sensory inputs have
been used in various human-robot interaction applications. It has has been applied to
complex HRI problems such as, human tracking [40], object weight anticipation [41], and
force estimation [42].

Furthermore, dyadic interaction in human-robot interaction often implement mutual
gaze and joint attention [100]. Joint attention based researches govern the robot to attend
to the same object the entity in contact is looking at. For instance, [101] proposed a
joint focus of attention in human-robot interaction. They used the positional information
obtained from pointing gesture and saliency map obtained from biologically motivated
saliency model. Similarly, Clair et al, (2011) investigated the effect of visual saliency
in pointing gestures in open space [39]. The purpose of this research is to make the
robot (actually or ostensibly) shift its gaze towards its intended referent using saliency.
In Ivaldi et al. (2014) the robot was equipped with anticipatory gaze mechanisms and
proactive behaviours, increasing the pace of the interaction and reducing the reaction time
of the human to the robot’s cues [102]. In this research the potential of improving mutual
awareness, hence the task performance. In addition, in Saran et al. (2018), a deep learning
approach which tracks a human’s gaze from a robot’s perspective in real time is proposed
[103]. Their work uses the gaze heat map statistics to capture differences between mutual
and referential gaze conditions, which they use to predict whether a person is facing the
robot’s camera or not. Similarly, in Shi et al. (2019), a novel approach to detect whether
a human is focusing on an object in HRI application is proposed [104]. They use Earth
Mover’s Distance (EMD) to measure the similarity and 1 Nearest Neighbour to classify
which object a human is looking at. Other researches such as, [12, 101, 105], investigated
the possibility employing saliency models for joint attention.

On the other hand, several research studies have focused on haptic information for
human-robot interaction. One approach is to use wearable haptic devices, such as gloves
or armbands, to provide haptic feedback to users [44]. These devices can provide users
with a sense of touch and pressure, allowing them to interact with robots in a more natural
and intuitive manner. Researchers are also exploring the use of haptic feedback in Virtual
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Reality (VR) and Augmented Reality (AR) environments, where users can interact with
virtual objects using haptic devices [106, 107, 108, 109]. Another area of research is the use
of haptic feedback in shared control scenarios, where both humans and robots work toge-
ther to complete a task. Haptic feedback can be used to provide information to both the
human and robot, enabling them to work together more effectively. Haptic information
is an essential modality for human-robot interaction. It can be used to facilitate com-
munication, convey information, and improve safety and efficiency. However, designing
effective haptic interfaces for human-robot interaction presents several challenges, such
as designing interfaces that are intuitive and providing accurate haptic feedback. Despite
these challenges, there is ongoing research in this area, and the development of new hap-
tic devices and interfaces is likely to enable more natural and effective communication
between humans and robots in the future.

By the same token, AR technologies have also been used to enhance perception of
the environment, letting the human partner observe and review a plan with the robot
prior to execution [106, 107, 108, 109]. AR can enhance the interaction between humans
and robots in various ways. Firstly, augmented reality can provide a more intuitive and
natural way of interacting with the robot. For example, instead of using a traditional
user interface, a user can use hand gestures or voice commands to control the robot. This
can make the interaction more natural and user-friendly. Secondly, augmented reality can
provide a better understanding of the robot’s capabilities and limitations. For example,
using augmented reality, a user can see the robot’s field of view and understand how it
perceives the environment [110]. This can help the user to understand what the robot
is capable of doing and what it cannot do. Additionally, augmented reality can provide
real-time feedback on the robot’s performance, which can help the user to adjust the
robot’s behavior to better meet their needs [111]. Augmented reality can provide a better
understanding of the task at hand. For example, using augmented reality, a user can
see the robot’s actions overlaid on the physical environment, which can help the user
to understand the robot’s behavior and intentions [107]. Additionally, augmented reality
can provide visual cues to guide the user in completing a task. For example, augmented
reality can highlight the location of an object that the robot needs to pick up or show
the user the correct way to manipulate the robot’s arm [112]. Despite the benefits of
augmented reality for human-robot interaction, there are also several challenges that need
to be addressed [113]. The accuracy and reliability of augmented reality systems can be
a challenge. Augmented reality relies on accurate tracking of the user’s movements and
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the robot’s position and orientation. If the tracking is not accurate, the augmented reality
experience can be disrupted, leading to a poor user experience. Moreover, the design of
the augmented reality interface needs to be carefully considered. The interface should be
intuitive and easy to use, but it should also provide enough information to the user to
make informed decisions about the robot’s behavior. Finally, AR can potentially be prone
to information overloading, limited privacy (e.g. augmenting without permission) and
additional cost, that may limit the expected performance of such systems in collaborative
settings.

In conclusion, various HRI interfaces and perception mechanisms have been analysed.
One of the significant features that most HRI systems that define the state-of-the-art
share is their powerful cognitive models. Machine learning plays a critical role in building
such cognitive models because it provides a powerful framework for analyzing and learning
from large and complex datasets. By training machine learning models on large datasets
of human behavior, researchers can identify patterns and regularities in cognitive pro-
cesses, and develop computational models that can explain and predict these patterns.
These models can be built following a classic machine learning processes or employing
the human-in-the-loop principle of interactive machine learning. Consequently, we be-
lieve, an extensive state-of-the-art review on human-robot interaction should emphasize
on machine learning techniques for HRI in general and IML in particular. In the next
consecutive sections, we discuss the state-of-the-art of machine learning models built for
human-robot interaction setting and a significant model building technique that has a
special use to HRI, interactive machine learning.

1.2 Interactive Machine Learning Models

Human-robot interaction is nurtured both at physical and cognitive level. Cognitive
models are typically built to collect inputs from the environment and from the user, ela-
borate and translate these into information that can be used by the robot itself. Machine
learning has been the recent approach to build the cognitive models and behavioural
block, with high potential in HRI. Consequently, it is assuming an important role in
human–robot interaction. One of the main challenges in HRI is creating naturalistic in-
teractions that are intuitive and easy for humans to understand. To this end, the synergy
among machine learning, Interactive Machine Learning (IML), and human-robot interac-
tion has been enabling the development of advanced and capable autonomous systems.
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The connections between these three fields are manifold. Machine learning algorithms
can be used to improve the performance of robots in HRI scenarios, by allowing them to
learn from human feedback. For example, a robot designed to assist people with mobility
impairments can learn from its interactions with users to improve its ability to anticipate
their needs and provide effective assistance. Conversely, HRI can also be used to improve
the performance of machine learning algorithms. For example, by providing users with an
interface to provide feedback and corrections to machine learning models, we can improve
their accuracy and effectiveness. This approach is particularly useful in situations where
the data is noisy or difficult to label, as it allows humans to provide additional context
and information to the system. Interactive machine learning can also be used to improve
the performance of robots in HRI scenarios. By allowing users to provide feedback and
suggestions to the system, we can create more naturalistic interactions that are intuitive
and easy for humans to understand. For example, a robot designed to assist with cooking
can learn from its interactions with users to improve its ability to understand and follow
verbal instructions.

In conclusion, leveraging the connections between these fields, we can develop robots
that are more effective, more naturalistic, and better able to collaborate with humans in
a wide range of settings. Hence, in this part of the chapter, we discuss about the state-of-
the-art on the significant contributions under interactive models and interactive machine
learning. We start by discussing the state-of-the-art of a general interactive models for
human-robot interaction. Then we extend our discussion to the most significant model
building technique for human-robot interaction, IML. We close this section of the chapter
by laying foundation to extended discussions on special forms of interactive models, human
attention models.

1.2.1 Interactive Models

With the advent of technology, robots have become increasingly advanced and capable
of interacting with humans in various settings. The field of human-robot interaction has
gained significant importance, and researchers are exploring different interactive models to
enhance the effectiveness of human-robot interaction. In this part of the chapter, we will
discuss the state-of-the-art of interactive models used in HRI and how they are shaping
the future of robotics. Specifically, we subdivide our discussion using the most common
taxonomy of machine learning algorithms [114].
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Unsupervised learning

The process of human-robot interaction involves modeling the relationship between
a human and a robot in order to achieve a shared objective. However, designing such
interactions using predetermined rules can be very difficult due to their complex nature.
Therefore, many researchers have turned to probability theory to develop human-robot
collaborations. In the field of machine learning, graphical models are often used to re-
present probability, with nodes connecting variables that are conditionally dependent on
each other. To train ML models using probability, unsupervised learning algorithms are
commonly utilized, which rely on unlabelled data during the learning process.

The Gaussian Mixture model (GMM) is the most commonly used type of unsuper-
vised learning (UL) model. During the learning phase, a fixed number of multi-variable
Gaussian distributions are fit to the training dataset, which is called Gaussian Mixture
Regression (GMR) [98]. In the related graphical model, the observation is assumed to
be conditionally dependent on the parameters that model the distributions and a latent
variable vector that indicates which distribution the data point is likely to belong to [115].
These latent variables are also conditionally dependent on the distribution parameters.
This ML model is trained using the Expectation Maximization (EM) algorithm in an
unsupervised manner. Subsequently, the ML model categorizes a new data point based
on the distribution it is most likely to belong to.

The TP-GMM, which is a modified version of the GMM, has significant applications in
robotics [116, 58]. It enables the performance of GMR while considering various observa-
tion frames, which are incorporated into the model using task parameters. This algorithm
yields a mixture of Gaussian distributions that fit the best performing frame for the
specific task, which is advantageous for adaptive trajectories in robotic manipulators.

Another ML model commonly trained with an UL algorithm is the Hidden Markov
model (HMM). The Hidden Markov model (HMM) is a machine learning model that is
also trained using an unsupervised learning algorithm. It assumes that the current value
of a random variable is dependent on its previous value, making it capable of considering
time dependence. The variables in HMM are not directly observed but can only be inferred
through indirect observations. These hidden variables are represented as nodes that are
connected only to the relevant timestamp being considered [117]. In a HRC scenario, this
can be seen as a robot trying to understand user’s intentions by looking at its movements.
HMMs are trained through a variation of the EM algorithm for HMMs, the Baum-Welch
algorithm [118]. Authors in Rozo et al. (2016) [119]used it to perform a pouring task
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while the human user is holding a cup, while Vogt et al. (2016) [120] employed a HMM
to handle the collaborative assembly between a human and a robot.

During the learning phase of the algorithm, the HMM structure takes into account
time dependence, which is a crucial factor in HRI. In most interactions, the sequence of
actions taken before the current interaction influences the outcome. Therefore, it is crucial
for a machine learning algorithm and model to consider this time-dependent aspect.

The last ML model in the selection is the variational autoencoder (VAE), which belongs
to the deep learning (DL) family of models. These models consist of a neural network
with two or more hidden layers capable of mapping highly complex nonlinear functions.
In recent years, DL models have gained popularity in HRC. VAEs learn the parameters
of a latent multivariate distribution as the output of a DL model. This output is then
used to model the distribution, and a different deep neural network is used to model
a distribution of the original training dataset. The model is trained by minimizing the
ELBO bound [121]. VAEs can also be used for classification, without using any labels,
through self-supervised learning. However, these models cannot take time dependence into
account, and they are typically used as the first stage of a composite ML system. This is
similar to the case of GMM as neither model can consider time dependence.

Reinforcement learning

Markov decision processes (MDP) are a type of graphical model that involves an agent
interacting with an environment according to a particular policy, receiving a reward and
an observation about the state of the environment. This scenario is highly relevant to
HRC applications, where the robot acts as the agent and the collaborative environment
represents the environment. MDPs can be fully observable [122], partially observable [123],
or have mixed observability [124]. A wide range of learning algorithms are built around
the MDP model, constituting the reinforcement learning (RL) family. In this case, the
primary objective is to maximize a cumulative function of the reward over time, known
as the value function. This highlights the inherent ability of RL algorithms to consider
time dependence.

Such result is achieved in these works in different manners. Model-free is the most used
family of RL algorithms, simply because they do not require a model of the transition of
the environment from a state to the next one, which is hard to design beforehand. The
most frequent algorithm of this kind is Q-learning [125, 126, 127, 124]. It is a model-
free RL algorithm that updates the value function Q arbitrarily initialized. During the
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learning phase, its values are then updated with a percentage of the current reward and
the highest value depending on the action and possible future states. Most of the works
that use Q-learning sticks to the traditional formulation. However, others try variations
of it. Authors in Lu et al. (2020) used Q-learning with eligibility traces and fuzzy logic
for their object handling task [128].

Q-learning is just one model-free reinforcement learning algorithm. In contrast, inverse
reinforcement learning tackles a different problem by attempting to construct a reward
function based on a history of past actions and observations, without using a pre-defined
reward function during the training phase. This is because starting the training with
a reward function can be difficult due to the complexity of the problem. In a recent
paper [129], an inverse RL algorithm was used which incorporates robotic learning from
demonstration during the learning phase of the algorithm when processing the received
history of observations and actions.

In a distinct approach, [122] utilized interactive RL that involves the agent learning
from two sources : environmental observations and a supplementary source such as feed-
back from a teacher or sensor feedback. A comparable technique is observed in the field
of robotics research, where domain experts evaluate a robot’s performance in achieving a
particular task.

While model-free algorithms are more prevalent, there are some works that employ
model-based RL algorithms, although in smaller numbers. For example, [130] utilized a
model-based RL algorithm that models the dynamics between humans and robots through
a neural network. In Huang et al. (2018), a PI (policy iteration) algorithm was utilized
[116]. In this case, the optimal policy is sought by exploring noisy variations of the trajec-
tories generated by the robot and updating the task parameters based on the cumulative
value of a cost function, which can be considered the inverse of a reward function.

In machine learning systems that are composed of multiple components, reinforcement
learning (RL) relies on information provided by other ML models, such as neural networks
that are trained through supervised learning methods [128, 130]. Deep reinforcement
learning is a particular type of composite ML system, in which a deep learning (DL)
model is used to map a complex state space to a value space, providing RL with an output
value given the current state. The DL model is trained together with the RL algorithm,
so it becomes a part of it. Researchers in Ghadirzadeh et al. (2020) have successfully used
deep Q-networks in HRC scenarios, but despite its potential in robotics, deep RL is not
commonly used in HRC and should be further explored [123].
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Supervised learning

As we have discussed in the above sub-sections, RL involves an agent interacting with
the environment to learn a policy that maximizes cumulative rewards. While RL is a
suitable approach for representing a robot’s actions in the real world, some researchers
still prefer to use supervised learning (SL) to construct a cognitive model.

Supervised learning differ from RL in its data and process management. In SL, the
model is trained on labeled data, where the input and output pairs are known. The model
tries to learn the relationship between input and output by minimizing the difference
between its predictions and the actual labels. In terms of data, SL uses labeled data, while
reinforcement learning generates its own data through interactions with the environment.
Overall, these differences make supervised learning suitable for scenarios with labeled
data, while reinforcement learning is more suitable for scenarios where the agent must
learn to interact with an environment to achieve a goal.

To this end, Supervised training of models based on probability distributions is pos-
sible, as demonstrated by various examples. One common approach is Naive Bayes clas-
sification, which utilizes Bayes theorem for supervised training. For instance, in Vinanzi
et al. (2020), Naive Bayes classification was employed to recognize human intention in a
collaborative assembly [131]. Another example is Peternel et al. (2019), where Gaussian
Process Regression was used to predict force values during a collaborative manufacturing
task [132]. In addition, Grigore et al. (2018) trained a Hidden Markov Model (HMM), a
model typically trained using unsupervised learning algorithms, in a supervised manner
[118].

Although supervised learning (SL) is a viable approach for developing models based on
probability distributions, most research in this area focuses on deterministic models. One
widely used deterministic model is the artificial neural network (ANN), which consists of
feedforward layers of perceptrons that compute a function of weighted input sums. The
connections between neurons in ANNs are trained through the backpropagation algorithm
[133]. ANNs are typically composed of an input layer, a hidden layer, and an output
layer, which can limit their ability to account for time dependencies, as their memory is
primarily based on input dimensionality. Interestingly, in the context of Human-Robot
Collaboration (HRC), ANNs are frequently used to produce output variables related to
platform actuation in the continuous time domain from a control system perspective
[134]. ANNs have been employed to produce coefficients of a Lagrangian control system
in Chen et al. (2020) [133] and the variable to be minimized in Lorenzini et al. (2018)
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[135]. Additionally, ANNs are sometimes combined with fuzzy logic [136, 128, 134]. In a
less conventional approach, [129] used an extreme learning machine to train ANNs, which
includes neurons that do not require training.

In the realm of supervised learning for human-robot collaboration (HRC), deep lear-
ning models are widely utilized, comprising nearly half of the papers within the selected
set. These models possess a structural advantage in separating the hyperspaces related
to distinct classes in a machine learning problem. Recurrent neural networks (RNNs) are
a particular class of deep learning models capable of effectively incorporating time de-
pendence. During the training phase, the output is fed back into the network as part of
the input for the subsequent iteration, a process known as backpropagation through time.
This enables the model to learn time dependence by utilizing the output from the previous
input as the current input, thus retaining memory of the first input even after processing
an infinite number of samples. In Zhang et al. (2020) [137], this technique was employed
to process sequences of motion frames of the user during experimental validation using
multiple cascaded RNNs, a typical usage of RNNs. In another case, Murata et al. (2020)
implemented a time-scaled version of an RNN to account for both slow and fast dynamics
of the collaboration [138].

Long short term memory (LSTM) networks belong to a specific category of RNNs that
feature nonlinear elements in their structure. This characteristic sets them apart from
standard RNNs and enables them to capture long-term dependencies [128]. Similarly to
RNNs, cascaded LSTMs are also frequently used in the literature [139]. Additionally, there
is a trend in cascading LSTMs with other machine learning models that are trained using
either unsupervised learning (UL) or reinforcement learning (RL). In the former case, the
LSTM network receives processed information from a model that cannot incorporate time
dependencies [121]. In the latter case, the LSTM network extracts high-level information,
such as the user’s intention [128, 130], which is then used to adjust the agent’s observation.

In addition, some studies in HRC have also explored the use of convolutional neural
networks (CNNs), albeit to a lesser extent. CNNs are neural networks designed specifi-
cally for processing raw images or input data composed of measurements from multiple
sensors. While each pixel of an image can be considered a separate input, capturing time
dependence in CNNs can be challenging. To address this issue, multiple images must be
concatenated as a single input. However, the capacity to incorporate time dependence is
often limited by the input dimensionality. For example, in Ahmad et al. (2020), a CNN
was utilized to track the position of a target object captured through a camera [140]. Si-
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milarly, in Chen et al. (2020), a CNN was used to process electromyography data collected
from multiple sensors worn by the user [141].

A subset of studies focuses on using a dynamic neural system (DNS) to implement
the reasoning block of a robotic system. A DNS is a dynamic system that simulates
a network of real neurons, allowing for the creation of machine learning models that
closely mimic the firing dynamics of actual neurons. While traditional neural networks
take inspiration from the way neurons work, they do not accurately reflect their dynamics.
In contrast, DNS models can be used to incorporate time dependence as they are time-
variant systems. However, DNS models are not machine learning models per se and their
training methodology depends on the specific application. DNS models are inspired by
neuroscience, and the most commonly used equation in HRC applications is the Amari
equation [142, 143].

While general interactive models have proven to be incredibly powerful for analyzing
and learning from large and complex datasets, there are still limitations to what they can
achieve without human input. To address this, interactive machine learning has emerged
as a field that incorporates human feedback into the learning process. With IML, humans
and machines can work together to achieve a common goal, such as building more accurate
and generalizable models of human cognition. By allowing humans to provide feedback
on the performance of machine learning models, IML can help to identify errors and
biases, and improve the overall quality of the models. Therefore, we will be presenting an
extensive state-of-the-art review of IML in the next section.

1.2.2 Interactive Machine Learning

Overview

Interactive machine learning (IML) is a subfield of machine learning that involves
the development of algorithms and systems that can learn from user feedback. In the
context of human-robot interaction (HRI), IML can be used to improve the performance
of robots by allowing them to learn from their interactions with human users [144, 25,
145, 146, 147, 148, 149, 150]. The conception of IML dates back to the emergence of query
learning where queries are used to learn unknown concepts [151, 152, 153, 154, 155]. A
model building component in IML framework interacts with Oracles by issuing queries for
additional training data or feedback against its intermediate results. IML based methods
mainly aspires to build robust [156, 157, 158, 159, 160, 161, 162, 163, 164, 165, 166, 167,
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168, 169] models by trading-off accuracy for trust [170, 171, 172, 173, 174, 171, 147, 175,
176, 177, 178, 179, 180, 181] and low resource learning [182, 183, 165, 184, 185, 145, 186,
187, 188, 189, 190, 191, 192, 193, 194, 195, 196, 144].

IML is becoming the center of machine learning research [146, 144] as the need to ope-
rate in resource constrained environments and engaging the human-in-the-loop increased
over time. Various IML systems have been designed and implemented to alleviate the
long-standing setbacks of standard machine learning algorithms. Its impact has been stu-
died in health [147, 197, 153, 198, 185, 199, 200, 201], agriculture [202, 203, 204], finance
[199, 205], politics and sociology [188, 206], military and robotics [171, 176, 207], cyber
security [154, 156, 157, 158, 161, 162, 168, 169, 208, 209], education [210, 211, 212] and
game and entertainment [183, 195, 192, 194].

Moreover, IML has been analysed and built over the predominant standard machine
learning algorithms such as SVM [170, 213, 214, 215, 216, 201, 213], Genetic Algorithms
[171, 217, 218, 219, 220, 221], Ant Colony [222, 223, 224] and some other algorithms [201,
183, 155, 225, 226]. Similarly, its capacity to uncover the details behind black-box models
is presented in various research works [171, 170, 178, 179, 166, 181]. Most research focus
ranges from extending standard machine learning models with interactive capabilities to
formulating robust performance evaluation mechanisms.

Similarly, IML has an invaluable contribution to the development of human-robot
interaction. As it is known, robots are designed to interact with humans in a naturalistic
and intuitive way. However, designing robots that can understand human behavior and
respond appropriately is a difficult task, as human behavior can be complex and difficult
to predict. This is where IML comes in - by allowing users to provide feedback and
corrections to the system, we can improve the robot’s ability to understand and respond
to human behavior. Overall, IML is a powerful tool for improving the performance of
robots in HRI scenarios. By allowing robots to learn from their interactions with human
users, we can create more naturalistic and intuitive interactions that are better suited to
the needs of individual users.

Hence, in the following few sections, we will be discussing the state-of-the-art of in-
teractive machine learning and thoroughly present research works by creating a merit-
oriented taxonomy. While our main focus is on discussing IML contributions for robust,
trustworthy and low resource machine learning, we have also presented issues related to
IML performance evaluation that might implicate performance measurements in HRI.
In section 1.2.2, we discuss about the overall merit-oriented architecture of IML. In sec-
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tion 1.2.2, adversarial attacks against black-box machine learning models are discussed.
Moreover, it presents various IML inspired contributions aiming to combat adversarial at-
tacks. We present researches conducted to increase the explainability and interpretability
as a way to achieve trustworthy machine learning in section 1.2.2. Researches that employ
human-in-the-loop for data processing and model building with the intention of lowering
the data and computational resources are discussed in section 1.2.2. In section 1.2.2, we
discuss the subjective nature of IML and related efforts to address problems in evaluating
it. Further analysis of findings and discussion is presented in 1.2.2. In the last section,
a summary of the state-of-the-art review and potential research opportunities that are
inspiring for future work on IML are discussed.

Merit-Oriented Taxonomy of IML

IML inspired contributions can be analysed from various perspectives. However, archi-
tectural [227, 228, 229] and application/sector oriented [146, 204, 198] analysis has been
significantly used techniques in the past. However, according to the meta-analysis [229,
227, 198, 204, 228, 146, 25, 149, 230] we conducted, most survey papers lack extensive-
ness and inclusiveness, leaving the various researches that constitute the state-of-the-art
of IML untouched. Consequently, the employment of IML has been constrained to only
predefined sectors or limited scope of the architecture.

To this end, we have thoroughly analysed the recent IML-inspired research works
using merit-oriented taxonomy. After an extensive review of IML-inspired literature and
untapped problems, we have categorized contributions into Robust Machine Learning [156,
157, 158, 159, 160, 161, 162, 163, 164, 166, 167, 168, 169], Trustworthy Machine Learning
[170, 171, 172, 173, 174, 171, 147, 175, 176, 177, 178, 179, 180, 181], and Low Resource
Machine Learning [182, 183, 165, 184, 185, 145, 186, 187, 188, 189, 190, 191, 192, 193, 194,
195, 196, 144] based on their merit in the solution space. Besides, performance evaluation
techniques that face bias because of the subjective nature of IML are analysed [148, 231,
166, 232, 233, 234]. A high-level notional representation of merit-oriented architecture of
IML is depicted in Figure 1.2. Our state-of-the-art review is channeled under these major
merits of IML.

Robust Machine Learning Deep learning algorithms are known for their vulnerability
to adversarial attacks [235]. Adversaries can craftily manipulate legitimate inputs, which
may be imperceptible to human eye, but can force a trained model to produce incorrect
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Figure 1.2 – Merit-Oriented Architecture of Interactive Machine Learning

outputs. This issue is directly related to the black-box and intricacy nature of deep learning
[157, 158, 159, 160, 236, 237, 156].

We use [238] and [239] threat model to highlight the state-of-the-art of the adversarial
attack. According to [238], adversarial threat model is comprised of the following three
dimensions, namely : the attack surface, adversarial capabilities, and adversarial goals.
The attack surface refers to the overall data processing pipeline of machine learning from
input to output and then action. Evasion attack [240, 241, 242], poisoning attack [243,
244, 245] and exploratory attacks [157, 161, 162] are the main scenarios considered un-
der the attack surface. The aforementioned attacks can further be dissected into training
phase [243, 244, 245] and testing phase [240, 241, 242] attacks from the adversarial capa-
bilities point of view. Data injection, data modification and logic corruption are among
the strategies of training phase adversarial capability attacks. On the other hand, white-
box [246, 247] and black-box [248, 249] attacks are among the testing phase capability
attacks. Adversarial goal attack, on the other hand, infer adversary from the incorrectness
of the target model. It is also further classified as confidence reduction, misclassification,
targeted misclassification and source/target misclassification.

Adversarial attacks have real impacts on the robustness of a deep learning and other
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standard machine learning methods [250]. Therefore, exploring potential adversarial at-
tacks and building a robust machine learning has been the focus of machine learning
researchers.

There are various techniques being studied to address the problem of adversarial at-
tacks. Researchers in the IML domain derived a number of strategies both to showcase the
impact of adversaries [251] and tackle [168, 252] adversarial attack strategies discussed in
Papernot et al. (2016) [238]. The fundamental assumption is that assuring the explaina-
bility and interpretability of black-box models by having the human-in-the-loop reduce
the vulnerability of machine learning models to adversarial attack [253].

IML has been used as a way to explain and explore model vulnerabilities to adver-
sarial attacks as in Ma et al. (2019) [166] and Das et al. (2020) [167]. Specifically, Ma
et al.(2019) enables exploration and explanation of model vulnerabilities to test-phase
or poisoning adversarial attacks from the perspective of models, data instances, features,
and local structures [166]. A white-box exploratory attack based approach, [167], interac-
tively visualizes neurons and their connections inside a DNN that are strongly activated
or suppressed by an adversarial attack. Massif provides both a high-level, interpretable
overview of the effect of an attack on a DNN, and a low-level, detailed description of the
affected neurons.

In addition to explaining potentially perturbated inputs and models, IML based me-
thods such as [168] propose frameworks that masks the discriminatory biases of black-box
classifiers. This plays a vital role to compensate the effects of perturbated inputs on a
given model.

In addition to letting the user detect potential adversarial attacks and managing its
impacts, IML has also been used to directly engage users in the model building process.
This helps to avoid both training phase and test phase adversarial attacks as the user
will be there validating inputs and intermediate results. A graph based framework, [169],
where user feedback is represented as edges and nodes are the models is a good example
of such applications. It proposes Angluin’s equivalence query model [152, 254] and Lit-
tlestone’s online learning model [255] based on a robust machine learning framework that
interactively learns models like classifiers [152, 254], orderings/rankings of items [256,
257], or clusterings of data points [258, 259, 260]. In each iteration, the algorithm pro-
poses a model, and the user either accepts it or reveals a specific mistake in the proposal.
The feedback is correct only with probability p > 1/2 (and adversarially incorrect with
probability 1 −p), i.e., the algorithm must be able to learn in the presence of arbitrary
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noise.
Interactive machine learning has also been applied to tackle adversarial attacks on

automatic speech recognition (ASR) models. For instance, [251] designed a tool allowing
experimentation with adversarial attacks and defenses on ASR. It implemented IML tech-
niques and psychoacoustic principles to effectively eliminate targeted attacks. A similar
and cloud-based tool to evaluate and compare state-of-the-art adversarial attacks and
defenses for machine learning (ML) models is proposed in Das et al. (2019) [261].

Trustworthy Machine Learning To design and develop AI-based systems that users
and the larger public can justifiably trust, one needs to understand how machine learning
technologies impact trust [262]. The trustworthiness of AI-based systems is directly related
to how the user is confident about the decisions made by the machine learning components.
This may include its perception about both the intelligent model and knowledge [263].

The users’ understanding of a given domain may have a negative impact on the trust-
worthiness of a model developed within that specific domain. As stated in Honeycutt et
al. , providing feedback can influence users’ comprehension of an intelligent system and its
accuracy [264]. User trust in a particular model, as well as their perception of its accuracy,
may decrease, regardless of whether the system’s accuracy improves in response to their
feedback. However, the trustworthiness of a model should be defined by considering its
relative ability, benevolence, and integrity.

To this end, we use the Trust Antecedent (TA) framework [265] definition of trust.
According to this framework a trustee is given trust if it is perceived to have the ability,
benevolence, and integrity toachive the desired goal. Nevertheless, a black-box machine
learning model that fails to reveal its implementation details cannot align with the prin-
ciples of this framework, thereby compromising its trustworthiness.Besides, the black-box
nature of these models significantly affects their applicability in in decision sensitive areas
like health, finance, autonomous vehicles, criminal justice, etc.

Consequently, enhancing the trustworthiness of machine learning algorithms comes
with making the model building process interactive [171, 172, 198]. Put succinctly, in-
creasing the explainability and interpretability of machine learning by engaging user-in-
the-loop increase its trustworthiness.

To this end, various explanatory frameworks that shows the implementation details
of the model building process have been introduced. The essence of most exploratory
algorithms is that intermediate results corresponding to a batch or even tuple are made
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subject to user-feedback whenever there is a variation between the predicted and the
actual label.

In important contributions like [170, 178, 174], the IML is set to interactively query
labels whenever the intermediate model fails to predict the label for each data point.
For every prediction, the model provides the predicted label and explanations for the
prediction. However, the way the the model and feedback are could be visual or textual.

Visual explainer systems are designed considering a set of guidelines proposed in va-
rious research contributions. For instance, [181] propose a set of guidelines for integra-
ting visualization into machine learning algorithms through a formalized description and
comparison. Specific to automated iterative algorithms, which are widely used in model
optimization, these researchers recommend exposing APIs for visualization developers.
Using high-resolution APIs, visualization developers access the internal iterations for a
tighter integration of the user in the decision loop.

Accordingly, [170] propose a framework called CAIPI is proposed. It uses a model-
agnostic explainer, LIME [173], as fundamental component to compute the explainer and
present them to the user as interpretable (visual) artifacts. Similarly, Van et al. (2011)
propose a natural visual representation of decision tree structures where decision criterion
is visualized in the tree nodes [178]. BOOSTVis [179] and iForest [180] also focus on
explaining tree ensemble models through the use of multiple coordinated views to help
explain and explore decision paths.

Models and feedback from users can also be represented using textual-explanatory
systems. An argument based explanatory IML algorithm [174] propose a framework that
exploits the usability of arguments to precisely axiomatize feedbacks both from the user
and system side. It practically shows how to narrow the gap between domain experts
and the machine learning model by engaging domain experts. Users provide feedbacks
using a pair of reasons and outputs called arguments. Since arguments are generally pre-
sumptive and cannot be untaken for a general set of predictions, the authors introduced
prediction-level argument based explanations of decisions made by the learning model.
Put succinctly, the training module generates initial features to perform prediction or
classification. Whenever the learner notice major deviation between the desired and ac-
tual prediction, it consults the domain expert to provide feedback on the output (both
the prediction and explanation). At this stage, the domain expert would be able to see
the problem either in the predicted label or the rule yielding the outcome. Then, the user
provides a set of arguments for each critical example (predictions with problem) and let
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the model to retrain keeping the feedback given from the user. Moreover, the paper dic-
tated how the user should communicate with the machine learning component through
a sequence of steps namely : Selection, Presentation, Argument formulation, Counter
example detection, refinement, argument pruning. Another goal goal-oriented safe explo-
ration algorithm that provably avoids unsafe decisions in real world problems is proposed
in Turchetta et al. (2019) [175]. This framework takes suggested decisions as input and
exploits regularity assumptions in terms of a Gaussian process prior in order to efficiently
learn about their safety.

Exploratory machine learning has been applied to various decision sensitive sectors
such as autonomous vehicles, health, and military. In Robert et al. (2017) used explora-
tory components to build trust among autonomous robots [171]. Specifically, they analyzed
the importance of using interpretable machine learning (iML) with neuro-evolutionary al-
gorithms. They conducted two separate tests on two autonomous environments : one with
an iML-empowered machine learning algorithm, and the other with black-box machine
learning algorithms. The major problem they selected for this experiment is Search. Par-
ticipants in this research engaged in building IML based search plan models. Finally, they
were allowed to see and distinguish between the plans as IML generated or black-box
generated. To this end, participants were able to choose IML based search plans for its
effectiveness but with less trust relative to the black-box algorithm. The authors justified
the preliminary knowledge of participants as the reason for their low degree of trust on
the IML algorithm. In conclusion, the researchers convey the importance of using IML
based neuro-evolutionary algorithms for searching problems of autonomous robots.

The application of IML in the health sector has also alleviated major computational
trust related problems [147, 266]. A biological image data analysis tool called ilastik [266]
propose an IML framework that address the speed and usability requirements of machine
learning by reasonably compromising model accuracy. Ilastik is able to formulate a feature
space without the need to use bulk data as the other classical machine learning algorithms.

Low Resource Machine Learning Low resource machine learning is a process of
building an analytical model employing optimal resource utilization techniques. However,
most machine learning algorithms have tradeoff between accuracy and resource utilization.
As it is stated in Preuveneers et al (2020), the most accurate model might be prohibiti-
vely expensive to computationally evaluate on a resource constrained environment [184].
Consequently, the problem of building accurate and high performance machine learning
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models has been achieved at the expense of resource (data and computing) utilization.
Nonetheless, sufficient amount of data and computing resources are not always at the
stake. Besides, some problems may also require to be run on low resource setting. For
instance, the use of pervasive devices and robots to build model is one valid scenario.

To this end, interactive machine learning help scientists and engineers exploit more
specialized data within their deployed environment in less time, with greater accuracy and
fewer costs Porter et al. (2013) [165]. Various IML inspired researches has been conducted
in the past couple of years. In this section, we will be discussing IML inspired solutions
that aim at enabling low resource machine learning and improving the speed of models.

We have categorized our analysis of IML for low resource learning into small data ma-
chine learning and pervasive machine learning. In the small data machine learning section,
we discuss contributions that use small data to build models in a low resource environ-
ment. On the other hand, the application of IML in pervasive low resource environment
is discussed in the pervasive machine learning section.

Small Data Machine Learning Machine learning algorithms usually requires a large
volume of data in order to yield accurate result [185]. However, big data is not always at
stake to be used in some problem domains like under-developed languages, clinical trials,
biomedical science and etc. Achieving small data machine learning requires optimal utili-
zation of data. Engaging domain experts in the model building process in an interactive
way would result in optimal utilization of important data items in a way contributing to
the development of accurate models with small data.

To this end, interactive machine learning has a critical role. Hence, it has been studied
by various researchers in the area of machine translation [267, 182, 268, 269, 270, 271,
272], computer vision, search engine, social network analysis, music and games, and in
data constrained sectors like health.

As it is mentioned above [267, 182, 268, 269, 270, 271, 272], IML based algorithms
defines the state-of-the-art of machine translation systems. In such kind of systems, the
knowledge of a human translator is combined with a MT system. For instance, [182] pro-
pose a resource constrained machine translation. This paper explored active learning as
an efficient way to reduce costs and make best use of human resource for building low-
resource machine translation systems. Specifically, the author extended the traditional
active learning approach of single annotation optimization to handle cases of multiple-
type annotations. Furthermore, it show further reduction of costs in building low-resource
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machine translation systems. Reduction of the required annotated data inherently en-
abled low resource machine learning. Similarly, various classical IMT researches has been
conducted in the few consecutive years. For instance, [267] propose an interactive on-
line machine translation system that avoids the use of batch learning. In Gonzalez et al.
(2012), an AL framework for interactive machine translation specially designed to process
data streams with massive volumes of data is presented. Recently, a couple of researches
have also began to incorporate contemporary machine learning techniques for iMT [268].
In Peris et al. (2017) [269] and Lam et al. (2018) [270], an interactive translation system,
based on neural machine translation is deployed. Besides, a full-fledged iMT tools like
Huang et al. (2021) has been proposed to further boost accuracy of machine translation
systems [272].

Interactive machine learning also plays a significant role in image processing and com-
puter vision in general.The use of IML for automatic feature selection is proposed in Fails
et al. (2003) [145]. In this work, the researchers exploit the capacity of IML for automated
feature selection. It show how to use IML to eliminate a manual feature selection. The
training component of their architecture incorporates the feature selection sub component
which further cooperates with the classifier, user feedback manager, and the user as a ma-
nual feedback provider. Furthermore, this research introduced an IML image processing
framework called Crayons. Crayons is a tool to review and correct classifier errors by using
customized decision tree as a learning algorithm and Mean Split Sub Sampled (MSSS)
sampling technique.

Search engine optimization is also among the areas that has been studied by IML
researchers. In a research contribution by Fogarty et al. (2008), an interactive KNN based
desktop application that enables re-rankings on a keyword-based web image search engine
relying on the visual characteristics of images is proposed [155].

Another important IML enabled low resource learning is employed for pattern mining
research problem. As it is known, pattern mining is an important process in exploratory
data analysis. Various tools have been built to mine patterns from large datasets. However,
the problem of identifying patterns that are genuinely interesting to a particular user
remains challenging as it requires machine learning experts in addition to the domain
expert [189]. To this end, IML plays a vital role both in enabling low resource pattern
mining and assuring its valuability for specific users. For instance, [188] formulated a tool
called ReGroup that provides users with filters that were generated based on features in
the model. Put succinctly, ReGroup leverages the IML paradigm to assist users in creating
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custom contact groups in online social networks. The classifier provides a potential pattern
of users (filters) in social network that likely qualifies for membership in a custom group
that is being created. The users are set to provide feedback on each recommended filters
where a selection of a contact for inclusion is taken as a positive sample and the remaining
are skipped as negative samples. Likewise, the user refines the behaviour of the model with
incremental improvements derived through iteratively applied user inputs. Participants
noted that these filters provided insight in the patterns that were being exploited by the
model, and thus served the dual purpose of explaining the model as well as their intended
function as an interaction element. Besides, another research [189] use IML to formulate
a pattern mining framework to mine user specific patterns. In this framework, the user is
asked to rank small sets of patterns while a ranking function is inferred from this feedback
by preference learning techniques. With a user supplemented by active learning heuristics,
the resulting accurate rankings of patterns are used to mine new and more interesting
patterns. They demonstrated their framework in frequent item-set and subgroup discovery
pattern mining tasks. The ability of the framework to learn patterns accurately and the
importance of its heuristic approach to ease users effort is presented precisely.

IML has also been applied to various game and entertainment research problems. A
sketch-rnn, [226], present an interactive recurrent neural network (RNN) that helps to
construct stroke-based drawings of common objects. Besides their model encode existing
sketches into a latent vector, and generates similar looking sketches conditioned on the
latent space. Similarly, a research work in Jain et al. (2020) emphasizes the design of
a deep reinforcement learning agent that can play from feedback alone [191]. This algo-
rithm takes advantage of the structural characteristics of text-based games. Moreover, the
application of IML in motion-driven music systems is presented in [192, 193, 194]. Due
to the complications to design a robust player-recognition or motion recognition system
using standalone IML system, an enhanced model has been presented in Diaz et al. (2019)
[195]. They proposed an IML solution for Unity3D game engine in the form of a visual
node system supporting classification (with k-nearest neighbour), regression (with multi-
layer perceptron neural networks) and time series analysis (with dynamic time warping)
of sensor data.

The health sector is also known for data scarcity. In this sector, researchers are of-
ten confronted with only a small number of datasets or rare events, where a machine
learning algorithm suffers from insufficient training samples [153, 198]. To this end IML
researches has been conducted to build resource constrained model that adheres to the
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trustworthiness principles. In Holzinger et al. (2018), an interactive Ant Colony Optimi-
zation (ACO) technique is applied to the Traveling Salesman Problem (TSP) [147]. The
TSP is an intransigent mathematical problem to find the shortest path through a set of
points and returning to the origin. It is among the problems that resembles most compu-
tational problems in the health informatics sector. They introduce two novel concepts :
Human-Interaction-Matrix (HIM) and Human-Impact-Factor (HIF) to control the ants
action and the variable interpretation of the HIM respectively. The authors implemented
their framework using a java-script based browser solution which has a great benefit of
platform independence and configuration. Although the results they found are promising,
the researchers suggested further works like such as gamification and crowdsourcing to
solve hard computational problems.

As we have discussed in the first section of this document, the essence of IML is to
leverage the benefits of the human-in-the-loop. However, the presence of the human does
not by itself guarantee the trustworthiness and performance of the model. The interaction
between the user and the learning model should be supplemented with clear and in-depth
visualization methods. To this end, [186] emphasize on how to design effective end-user
interaction with interactive machine learning systems. They shape the human-model in-
teraction in a way it answers these critical questions : which examples should a person
provide to efficiently train the system, how should the system illustrate its current unders-
tanding and how can a person evaluate the quality of the system’s current understanding
in order to better guide it towards the desired behavior. Another practical contribution
for human-model interaction is provided by [190]. They propose a new visual analytic ap-
proach to IML and visual data mining. Multi-dimensional data visualization techniques
are employed to facilitate user interactions with the machine learning and mining process.
This allows dynamic user feedback forms (data selection, data labeling and correction)
to enhance the efficiency of model building. In particular, this approach can significantly
reduce the amount of data required for training accurate models. Hence, it can be highly
impactful for applications where large amount of data is hard to obtain. The proposed ap-
proach is tested on two application problems : the handwriting recognition (classification)
problem and the human cognitive score prediction (regression) problem. Both experiments
show that visualization supported IML and data mining can achieve the same accuracy
as an automatic process can with much smaller training data sets. Furthermore, [196]
propose a scalable client-server system for real-time IML framework called Computer-
Human Interaction for Semi-Supervised Learning (CHISSL) [144]. The proposed system
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is capable of incorporating user feedback incrementally and immediately without a pre-
defined prediction task. The light-weight computation web-client and heavyweight server
constitute their architecture. The server relies on representation learning and off-the-shelf
agglomerative clustering to find a dendrogram, which we use to quickly approximate dis-
tances in the representation space. The client, using only this dendrogram, incorporates
user feedback via transduction. This work achieves low resource learning as it updates
distances and predictions for each unlabeled instance incrementally and deterministically,
with O(n) space and time complexity. Ultimately, this paper solved the scalability issue
of CHISSL. Another important contribution in this regard is that of [213]. In this paper,
EnsembleMatrix, SVM based visualization system, to tune classifier through user in the
human-in-the-loop approach to build a superior model. This product presents a graphical
view of confusion matrices to help users to directly interact with the visualization in order
to explore and build combination models.

Pervasive Machine Learning Interactive machine learning can also yield a better per-
formance in pervasive computing environment where there are low computing resources.
For instance, [183] present techniques to enable low resource computation for deep rein-
forcement learning agents complex behaviors in 3D virtual environments. Specifically,
they considered an environment with high degree of aliasing, MineCraft, and conducted
experiments with two reinforcement learning algorithms which enable human teachers
to give advice-Feedback Arbitration, and Newtonian Action Advice under visual aliasing
conditions. Similarly, Preuveneers et al. (2020) emphasizes on the importance of hyper
tuning as a process to select the best performing machine learning model, its architec-
ture and parameters for a given task [184]. The fact that hyper parameter tuning does
not take into consideration resource trade-offs when selecting the best model for deploy-
ment in smart environments has been taken as their research challenge. Consequently,
the authors proposed a multi-objective optimization solution to find acceptable trade-offs
between model accuracy and resource consumption to enable the deployment of machine
learning models in resource constrained pervasive environments. On the other hand, [273]
used pathward and fieldward techniques to enable creation of gestures that can be used
by a touch-enabled pervasive mobile devices reliably. They introduced a novel dynamic
guide that visualizes the negative space of possible gestures as the user interacts with the
system.

On the other hand, [187] emphasises on the gaps of standard machine learning algo-
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rithms in dynamic sensor setting. Consequently, an IML based framework is implemented
for “activity recognition” problems. This framework takes stream of data among different
devices in the internet of things as an input. Three different machine learning approaches
were used in the experiments : Support Vector Machine, k-Nearest Neighbor and Naıve
Bayes classifier. These algorithms were customized to adapt the dynamic sensory setting.
Uncertainty, Error (output from the model), State Change (what change in state urges
the user to change label of data), Time (the time difference b/n queries and labeling by
user), and Randomness (randomly assigning labels) are identified as factors that increase
the subjectivity of users feedback. The results of this research work make it clear that the
choice of interactive learning strategy has a significant effect on the performance when
tested on recordings of streaming data.

Evaluation

Although there are a number of invaluable contributions towards the goal of IML al-
gorithms, the techniques used to evaluate their performance are not that mature. The
standard machine learning algorithms use statistical model performance evaluation tech-
niques which provide only a sole measure, obfuscating details about critical instances,
failures and model features [166]. However, the human-in-the-loop nature of IML systems
triggers an extended need to diagnose the subjectivity of results. Therefore, IML perfor-
mance evaluation should consider subjectively generated user evaluations and the cyclic
nature of influence between the algorithm and users. This makes the evaluation of IML
systems subjective and complex [148, 232].

Consequently, researchers proposed both customized and noble solutions to approach
these critical issues. The IML Framework for Guided Visual Exploration (EvoGraphDice)
[148] is among the salient ones that is produced after an extensive experimental review of
existing evaluation techniques. This paper based mainly on the gaps of user and system
feedback evaluation techniques to get insights on the underlying co-operation and co-
adaptation mechanisms between the algorithm and the human. EvoGraphDice couples
algorithm-centered and user-centered evaluations to bring forth insights on the underlying
co-operation and co-adaptation mechanisms between the algorithm and the Human. Other
papers focus on the input and output nature of IML models to diagnose their performance.
For instance, the INFUSE system [231] supports the interactive ranking of features based
on feature selection algorithms and cross-validation performances. Another work [233]
also propose a performance diagnosis workflow. In this work, the instance-level diagnosis
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leverages measures of “local feature relevance” to guide the visual inspection of root causes
that trigger misclassification.

[232] identify diversified scenarios and subjective nature of explanations for the ab-
sence of benchmarks to evaluate explanations of IML algorithms. Consequently, they have
defined the problem of evaluating explanations and systematically reviewed the existing
efforts from state-of-the-arts. The authors discuss explanation as global (overall working
structure) and local (particular model behaviour for individual instances) from scope pers-
pective and as intrinsic (self-interpretable models) and posthoc (independent interpreta-
tion model) from dimension perspective. Furthermore, generalizability (generalization),
fidelity (degree of exactness) and persuasibility (comprehensibility) are identified as the
three properties of explanation and corresponding methods has been revised for each as-
pect. As a result, they designed a unified evaluation framework based on the discussed
properties of explanation and to the hierarchical needs from developers and end-users. In
this work, three tiered explanation evaluation architecture is proposed corresponding to
the three properties of explanation.

A similar work [234] discusses the importance of enhancing the quality of AI-based
systems for a practical usage. They affirmed the importance of quality assurance to set
benchmark for evaluations. Understandability and interpretability, defining expected out-
comes as test oracles, and non-functional properties of AI-based systems of AI models are
among the seven challenges they listed to assure quality of AI-based systems.

Discussion

An extensive merit-oriented state-of-the-art review of IML is presented in this section.
We used a bottom-up approach to categorize researches based on their primary impor-
tance. As shown in Table 1.3, robust machine learning, trustworthy machine learning, and
low resource machine learning are identified as the major themes to categorize research
works contributing to the state-of-the-art of IML. Significant issues related to IML eva-
luation has also urged us to consider it as one of the defining factors of the state-of-the-art
of IML.

For the ease of readability and document organization, we will not be presenting the
discussion part of our state-of-the-art in this document. However, we advice our readers to
look in to [274] for extended version of our discussion on the state-of-the-art of interactive
machine learning.

In conclusion, we have seen how IML has gained significant importance in the field of
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Figure 1.3 – Summary of IML Research Works

human-robot interaction by enabling intelligent systems to learn from human interactions
and adapt their behavior accordingly, making them more responsive to the needs and
preferences of the users. One of the key advantages of IML is that it enables robots
to learn in real-time, as they interact with human users. This means that robots can
adapt their behavior on-the-fly, based on the feedback they receive from the user. This
is particularly important in HRI, where the robot’s ability to understand and respond to
human behavior is critical to the success of the interaction. Another key advantage of IML
is that it enables robots to learn from a wide range of users with different backgrounds
and preferences. This is important because robots are increasingly being used in a variety
of settings, from homes and offices to hospitals and factories. By learning from a diverse
set of users, robots can become more versatile and adaptable, making them better suited
to a range of different tasks and environments.

However, for IML and other interactive models to be effective in HRI, it is important
to have a good understanding of human attention. Attention models are cognitive models
that describe how humans allocate and maintain their attention during interactions. These
models are critical for designing effective HRI systems because they help us understand
how humans perceive and process information, and how they prioritize different stimuli.
These models enable robots to learn from the attentional behavior of the user. By tracking
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the user’s gaze, body posture, and other cues in the environment, the robot can adapt
its behavior to better engage with the user and improve the quality of the interaction.
Therefore, in the next section, we will be discussing about state-of-the-art of human
attention models.

1.2.3 Anthropomorphic Attention Models

Interactive models that are designed to simulate human attention have become increa-
singly important in the field of robotics. These models have the ability to predict saliency
and detect moving objects, which is particularly useful in human-robot interaction set-
tings. The development of these models has been driven by the need for robots to be
able to navigate complex environments and interact with humans in a more natural and
intuitive manner.

Saliency prediction is a key component of human attention modeling. It involves iden-
tifying the most important features of an image or scene that will attract a human’s
attention. This is based on the concept that humans tend to focus on objects that stand
out from their surroundings, such as bright colors, high contrast, or unique shapes. Sa-
liency prediction models use various computational techniques, such as bottom-up and
top-down processing, to identify these important features and prioritize them for atten-
tion.

Moving object detection and segmentation is another important aspect of human at-
tention modeling. This involves identifying and tracking objects that are moving within a
scene. It is particularly important in human-robot interaction settings, as robots need to
be able to track and respond to human movements in real-time. Moving object detection
and segmentation models use various techniques, such as optical flow and background
subtraction, to identify and track moving objects.

In human-robot interaction settings, interactive models that simulate human attention
can be used in a variety of ways. For example, they can be used to help robots navigate
complex environments by identifying the most important features in a scene and prioriti-
zing them for attention. This can help robots avoid obstacles and navigate around them
more effectively. Similarly, saliency prediction models can be used to help robots identify
objects of interest in a scene, such as people or specific objects, which can be useful in
a variety of applications, such as search and rescue or surveillance. Moreover, moving
object detection and segmentation models can also be used to help robots interact with
humans more effectively. For example, they can be used to track and respond to human
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movements in real-time, which can be useful in a variety of applications, such as sports
coaching or rehabilitation. Similarly, these models can be used to track and respond to
objects that are being manipulated by humans, which can be useful in manufacturing or
assembly applications.

Overall, interactive models that simulate human attention are becoming increasingly
important in the field of robotics. These models have the ability to predict saliency and
detect moving objects, which is particularly useful in human-robot interaction settings. As
the field of robotics continues to evolve, these models will become even more important,
as they will help robots navigate complex environments and interact with humans in a
more natural and intuitive manner.

Hence, in this part of the chapter, we emphasize more on the state-of-the-art of anthro-
pomorphic attention models that empowers robots with efficiency and intuitive behaviour.
We focus on the state-of-the-art of saliency prediction and moving object detection and
segmentation interactive models.

Saliency Prediction Models

Saliency prediction models have emerged as a promising tool for enhancing human-
robot interaction. These models can predict the areas in a visual scene that are most likely
to attract human attention, allowing robots to focus on the most relevant information and
interact with humans in a more natural and intuitive manner.

The application of saliency prediction models in human-robot interaction is multiface-
ted. In navigation tasks, these models can assist robots in identifying the most important
features of a scene, such as obstacles, landmarks, and signs, which are crucial for safe
and efficient navigation. By prioritizing the relevant areas in a scene, robots can avoid
collisions and follow optimal paths. Saliency prediction models can also be used to en-
hance human-robot communication. By identifying the areas in a scene that humans are
likely to attend to, robots can direct their attention towards the same areas, facilitating
effective communication. For instance, in a healthcare setting, a robot may use saliency
prediction to identify the body part that a doctor is examining, allowing it to provide
additional information or assistance.

Moreover, saliency prediction models can be integrated into human-robot collaborative
tasks. In a manufacturing setting, for example, a robot may need to identify the object that
a human worker is manipulating in order to provide appropriate support. By predicting
the salient areas of the scene, the robot can determine the object of interest and adjust
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its actions accordingly. In addition, saliency prediction models can be used to personalize
human-robot interaction. By learning the specific attentional biases of an individual user,
robots can tailor their behavior to better engage the user. For instance, a robot may
adjust the speed of its movements or the timing of its responses based on the user’s gaze
behavior.

Recent studies in saliency prediction have been continuously improving the state-of-
the-art in this field. Early saliency models were primarily constructed for still images,
assuming that visually striking features would naturally attract attention [13]. However,
these models have been found to have limited performance, as they overlook the im-
portance of temporal features. As a result, modern visual saliency prediction techniques
incorporate dynamic features, which have been made possible by advancements in deep
learning and the availability of larger video saliency datasets. This section will provide a
brief review of the current visual saliency prediction models that are considered to be the
best in the field. We start with various saliency prediction models and close our review
by discussing the various saliency prediction datasets.

Saliency Models Researches on human gaze fixation prediction or video saliency pre-
diction is dating back to [275, 276]. The earliest saliency prediction methods are based
on various low-level manual features of still image, such as color contrast, edge, center
prior and orientation to produce a “saliency map” [277, 278, 279, 280, 281, 282, 283]. A
saliency map is an image that highlights the region on which human gaze could focus on
a various probabilistic level.

Low-level feature based saliency models can work robustly on the simplest detection
tasks. However, these models fail to perform well on a more complex image structures.
To this end, various deep learning based static saliency researches are published Hou et
al. [284], Lee et al. [275] and Li and Yu [276] Wang et al. [285] and Zhang et al. [286]
[287, 288, 289, 290, 291, 292]. These models have achieved a remarkable result using the
powerful learning ability of neural networks and growth in the size and quality of visual
saliency datasets [289].

Static image saliency research is almost mature. However, subsequent trials to employ
these models on video show a reduced performance [293]. These is mainly due to the
frequent change in salient-goal over time in a sequence of frames. Furthermore, convolu-
tional neural networks (CNN) have no memory function, so it is difficult to model video
frames that are constantly changing in the time domain with CNN.
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To this end, dynamic saliency models leverage both static and temporal features to
predict human gaze fixation on videos [294, 295, 293, 296, 297, 298, 299, 300, 301]. Some of
these studies [294, 293, 297] can be viewed as extensions of existing static saliency models
with additional motion features. Conventionally, video saliency models pair bottom-up
feature extraction with an ad-hoc motion estimation that can be performed either by
means of optical flow or feature tracking. Frame-differencing [302], background subtrac-
tion [303], optical flow [304] and other methods are used to model spatial and motion
information. However, these techniques are known for poor performance, especially in
complex scene videos.

In contrast, deep video saliency models learn the whole process end-to-end. Some of
these saliency models treat spatial and temporal features separately and fuse these features
in the last few layers of the DNN architecture in certain way. Other researches simulta-
neously model the time and space information, directly letting the network simultaneously
learn the time and space information and ensure the time and space consistency.

Research works that treat spatial and temporal information separately base on two-
stream network architectures [305, 306] that accounts for color images and motion fields
separately, or two-layer LSTM with object information [307, 308]

As one of the first attempts, [305] study the use of deep learning for dynamic saliency
prediction and propose the so-called spatio-temporal saliency networks. They applied a
two-stream (5 layer each) CNN architecture for video saliency prediction. RGB frames
and motion maps were fed to the two streams. They have investigated two different fusion
strategies, namely element-wise and convolutional fusion strategies, to integrate spatial
and temporal information.

Jiang et al. (20170) [307] concluded that human attention is mainly drawn to objects
and their movement. Hence, they propose object-to-motion convolutional neural network
(OM-CNN) to learn spatio-temporal features for predicting the intra-frame saliency via
exploring the information of both objectness and object motion. Inter-frame saliency is
computed by means of a structure-sensitive ConvLSTM architecture.

Zhao et al. (2019) [306] proposes two modules to extract temporal saliency information
and spatial information. Moreover, the saliency dynamic information in time is combined
with the spatial static saliency estimation model, which directly produces the spatiotem-
poral saliency inference. A context-aware pyramid feature extraction (CPFE) module is
designed for multi-scale high-level feature maps to capture the rich context features. A
channel-wise attention (CA) model and a spatial attention (SA) model are respectively
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applied to the CPFE feature maps and the low-level feature maps, and then fused to
detect salient regions. Finally, an edge preservation loss is proposed to get the accurate
boundaries of salient regions.

Tang et al. (2018) [308] used a multiscale spatiotemporal convolutional ConvLSTM
network architecture (MSST-ConvLSTM) to combine temporal and spatial information
for video saliency detection. This architecture not only retains the original temporal clues
but also uses the temporal information in the optical flow map and the structure of LSTM.
This part of the study separately learns the information in the time domain and the space
domain through neural networks. Generally, to model the information in the time domain,
some preprocessing methods, such as the optical flow method, are used. Additionally,
the fusion of features extracted in the time and space domains also greatly affect the
performance of the network. These works show a better performance and demonstrate
the potential advantages in applying neural networks to video saliency problem.

By employing models that explicitly capture both time and space information, the
network is able to learn and integrate these dimensions concurrently, thereby ensuring
consistency between them. For instance, in reference [309], the author first used a pyra-
mid dilated convolution module to extract multiscale spatial features and further extrac-
ted spatio-temporal information through a bidirectional convective ConvLSTM structure.
Ingeniously, the author used the forward output of the ConvLSTM units as input and
directly fed it into the backward ConvLSTM units, which increases the capabilities to
extract deeper spatiotemporal features.

In reference [310], unlike previous video saliency detection with pixel-level datasets, the
author collected a densely annotated dataset that covers different scenes, object categories
and motion modes. In Li et al. (2018), the authors proposed a flow-guided recurrent neu-
ral encoder (FGRNE) architecture, which uses optical flow networks to estimate motion
information per frame in the video and sequential feature evolution encoding in terms
of LSTM network units to enhance the temporal coherence modeling of the per-frame
feature representation [311].

Chaabouni et al. (2016) [312] employed transfer learning to adapt a previously trained
deep network for saliency prediction in natural videos. They trained a 5-layer CNN on
RGB color planes and residual motion for each video frame. However, their model uses
only the very short-term temporal relations of two consecutive frames. In Bazzani et al.
(2016), a recurrent mixture density network is proposed for saliency prediction [313]. The
input clip of 16 frames is fed to a 3D CNN, whose output becomes the input to a LSTM.
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Finally, a linear layer projects the LSTM representation to a Gaussian mixture model,
which describes the saliency map. In a similar vein, Mnih et al. (2014) applied LSTMs to
predict video saliency maps, relying on both short- and long-term memory of attention
deployment [314].

In Leifman et al. (2017), RGB color planes, dense optical flow map, depth map and the
previous saliency map are fed to a 7-layered encoder-decoder structure to predict fixations
of observers who viewed RGBD videos on a 2D screen [45].

As in their previous work Gorji et al. (2018), here they used a multi-stream ConvLSTM
to augment state-of-the-art static saliency models with dynamic attentional push (shared
attention) [315]. Their network contains a saliency pathway and three push pathways
including gaze following, rapid scene changes, and attentional bounce. The multi-pathway
structure is followed by a CNN that learns to combine the complementary and time-
varying outputs of the CNN-LSTMs by minimizing the relative entropy between the
augmented saliency and viewers fixations on videos.

In Wang et al. (2018), the attentive CNN-LSTM Network which augments a CNN-
LSTM with a supervised attention mechanism to enable fast end-to-end saliency learning
is introduced [19]. The attention mechanism explicitly encode static saliency information
allowing LSTM to focus on learning a more flexible temporal saliency representation
across successive frames. Such a design fully leverages existing large-scale static fixation
datasets, avoids overfitting, and significantly improves training efficiency.

Sun et al. (2018) proposed a robust deep model that utilizes memory and motion
information to capture salient points across successive frames [316]. The memory infor-
mation was exploited to enhance the model generalization by considering the fact that
changes between two adjacent frames are limited within a certain range, and hence the
corresponding fixations should remain correlated.

There are some more salient object detection models [317, 318, 319, 320, 321, 322, 284]
that attempt to uniformly highlight salient object regions in images or videos. Those mo-
dels are often task-driven and focus on inferring the main object, in stead of investigating
the behavior of the HVS during scene free viewing.

Video Saliency Dataset The recent advancements in the field of human attention and
dynamic fixation prediction have been primarily driven by the availability of improved
and extensive saliency datasets [323, 324, 325, 326]. These datasets have significantly
enhanced the understanding of human visual attention and have greatly improved the
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performance of computational models.
One notable dataset is the DHF1K [19], which provides human fixations on a diverse

range of representative dynamic nature scenes observed during free-viewing. It consists
of 1K video sequences annotated by 17 observers using eye-tracking devices. Each video
in DHF1K has been manually labeled with a category, further classified into seven main
categories : daily activity, sport, social activity, artistic performance, animal, artifact, and
scenery.

Another important dataset is the Hollywood-2 [325], which offers a collection of 3669
video clips with 12 classes of human actions and 10 classes of scenes, totaling approxima-
tely 20.1 hours of video. This dataset serves as a comprehensive benchmark for human
action recognition in realistic and challenging settings. Analysis conducted by [327] reveals
that 84.5

The UCF Sports dataset [325] comprises a range of sports actions typically featured on
broadcast television channels like the BBC and ESPN. The video sequences were obtained
from various stock footage websites, including BBC Motion gallery and GettyImages. It
consists of 150 videos derived from the UCF sports action dataset [328]. According to
[327], 82.3

While there exist other datasets such as [326, 324, 323, 329, 289], they are either limited
in terms of stimulus variety and scale or collected for specific purposes (e.g., salient objects
in videos [320]). Importantly, none of the aforementioned datasets includes a dedicated
test set to prevent potential data overfitting, which has posed significant challenges to the
research progress.

Moving Object Detection Models

In the early days of moving object detection, researchers formulated a well established
background subtraction techniques for stationary camera setting. These techniques have
been extended for many years and are able to successfully detect moving objects as long
as the camera is stationary [330, 331, 330, 332, 333, 334, 335]. However, a relatively long
initialization time to model the background and residual image alignment error on non-
stationary camera setting are the main setbacks of this technique [336]. These problems are
incontestably addressed by optical flow based methods [337, 338, 304]. However, optical
flow is highly dependent on optical flow vectors. The quality of the these vectors is crucial
for the motion segmentation performance. Besides, optical flow is highly complex and
due to high sensibility of noise corruption, it cannot meet the need of real time object
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detection. Optical flow exceptionally works well on large moving objects and fails to detect
smaller objects due to blurry edges and low resolution [339].

A variety of frame differencing techniques address the aforementioned problems. For
instance, Inter-frame differencing technique generate the difference between two conse-
cutive frames over a period of time for identifying background and foreground pixels. A
research in Liang et al. (2010) use inter-frame differencing algorithm to detect moving
target in aviation video [340]. Their experiment indicate that the algorithm has few com-
putations and high accuracy to extract moving-target in aviation videos. In Nakashima
et al. (2018), interframe differencing and dynamic binarization using discriminant analy-
sis is applied [341]. The positions of the moving object in the image are determined by
observing the histograms of each frame.

A slightly different method with comparable result with that of inter-frame differencing
is three-frame differencing. This method put three adjacent frames as a group, subtracts
both adjacent frames and lets two differential results do the logical AND operation. This
has been the most widely used and traditional three-frame differencing method. In Yin et
al. (2016), traditional three-frame differencing technique and W4 algorithms are used to
detect foreground objects in the infrared video datasets [342]. Another research, Sengar
et al. (2016), propose a moving object detection method under static background [343].
The algorithm use a non-overlapping blocks of the difference frames and calculate the
intensity sum and mean of each block.

The inter-frame differencing and three-frame differencing techniques suffer from the
foreground aperture and ghosting problems due to slow-moving as well as fast-moving
foreground objects. Besides, these methods are known for partial or splitted detection of
objects [344]. As a result, frame differencing techniques are prone to false positives and
sometimes false negatives.

To this end, combined moving object detection methods improved the performance of
frame differencing techniques. Relatively robust moving object detection methods combine
background subtraction with frame differencing [345, 346, 347, 348] or optical flow [349,
336, 350].

A static background based on three-frame differencing method in combination with
background subtraction method is proposed in Weng et al. (2010) [345] and Cheng et
al. (2014) [347]. A combination of optical flow and three-frame differencing based moving
object detection method is employed in Halidou et al. (2014) [349]. It uses region of interest
(ROI) and multi-block local binary pattern descriptors. Another frame differencing and
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optical flow based moving object detection technique is proposed in Fernandez et al. (2010)
[350]. Here, a thermal infrared camera mounted on autonomous mobile robot is used as
a feed to the detection module.

A method for detecting moving people in the indoor environment is proposed with
the help of frame differencing and neural network based classification techniques [351].
This method reduces the false alarm and provides a robust classification with the help of
a finite state automation. Similarly, a new approach based on fuzzy adaptive resonance
theory, neural network with forgetting method for foreground detection and background
establishment in natural scenes is proposed in Dou et al. (2014) [352]. On the other hand,
the frame differencing and the non-pyramidal Lucas-Kanade approaches [353] are used to
detect human candidates based on thermal signatures when the robot stops and moves.

In Xu et al. (2017), an efficient foreground detection method is proposed by combi-
ning three-frame differencing and Gaussian mixture model [354]. Another research work,
Lee et al. (2013), presents a moving object detection method by combining background
subtraction, separable morphological edge detector, and optical flow [355].

Recently, a more sophisticated and efficient moving object detection methods have
been proposed by intriguing improved frame differencing techniques with deep neural
network technologies. For instance, [21] propose a deep learning based moving object de-
tection method. It uses a Deep Convolutional Neural Network (DCNN) for multi-modal
motion segmentation. Improved three-frame differencing and current RGB frame is used
to capture temporal information and appearance of the current scene respectively. These
inputs are later fused in the DCNN component for effective, efficient and robust motion
segmentation. This model improved the performance of three-frame differencing tech-
niques in detecting tiny moving objects.

A research work in Yang et al. (2017) applied a frame differencing technique with Faster
Region-Convolutional Neural Network (R-CNN) for highly precise detection and tracking
characteristics [356]. Similarly, Mohtavipouret al. (2022) propose a multi-stream CNN
and frame differencing based moving object detection method for deep violence detection
Mohtavipour et al. (2022) [357]. It uses a handcrafted features related to appearance,
speed of movement, and representative image and fed to a convolutional neural network
(CNN) as spatial, temporal, and spatiotemporal streams.

Furthermore, Siam et al. (2018) [358] and Wang et al. (2018) [359] show promising
results using CNN for moving object detection. They use a two-stream convolutional
network to jointly model motion and appearance cues in a single convolutional network.
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In Wang et al. (2018) [359] a new framework named moving-object proposals generation
and prediction framework (MPGP) is proposed to reduce the searching space and generate
some accurate proposals which can reduce computational cost. In addition,they explored
the relation of moving regions in feature map of different layers. This method utilize
spatial-temporal information to strengthen the detection score and further adjust the
location of the bounding boxes.

1.3 Conclusion

The growth in machine learning technologies and enhanced physical dexterity of the
new generation of robotic platforms has paved the way towards advancements in the area
of human-robot interaction. Machine learning techniques such as interactive machine lear-
ning, and deep learning can enable robots to learn from their interactions with humans
and adapt their behavior accordingly. This can enhance the robot’s ability to understand
and respond to human behavior, and to learn from a diverse set of users with different
backgrounds and preferences. Specifically, machine learning models that focus on unders-
tanding human attention are also critical for designing effective HRI systems. By tracking
the user’s gaze, body posture, and other environmental cues, attention models can en-
able robots to understand how humans perceive and process information, and how they
prioritize different stimuli. This can enhance the robot’s ability to engage with the user,
respond to their needs and preferences, and improve the quality of the interaction. There-
fore, any research work intending to advance human-robot interaction should emphasize
on the synergy between machine learning techniques in general and interactive machine
learning models in particular, and neuroscience of attention.

Consequently, in the first part of this chapter, we provided an extensive state-of-the-
art in human–robot interaction. Although the hardware components of such systems are
among the most crucial for a successful market entry, we focused on the intermediate
interfaces and perception mechanisms for improved human and robot perception. We dis-
cussed the state-of-the-art in interactive machine learning models in second section of
this chapter. We started by discussing general interactive models by dissecting them un-
der the commonly used categories namely : unsupervised learning, reinforcement learning,
and supervised learning. Since interactive models built upon the principles of interactive
machine learning take a significant portion of machine learning models for HRI, we have
conducted an extensive review of the state-of-the-art in IML. Finally, to align the state-
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of-the-art with the scope of our dissertation, we undertook a review of state-of-the-art in
anthropomorphic attention models. Specifically, we discussed an extensive review of the
state-of-the-art of saliency prediction models and moving object detection and segmen-
tation models which has a direct alignment with what we have been working on in the
course of this thesis.

Throughout our state-of-the-art analysis, we have come to realize that human-robot
interaction, especially within social settings, still face numerous challenges. One of the
challenges of human-robot interaction is understanding how humans allocate their atten-
tion when interacting with robots. Human attention is complex and dynamic, and robots
need to be designed to understand and respond appropriately to human attentional cues.
Developing machine learning models that can predict where humans are likely to look next
based on contextual information such as the task being performed or the environment is
proofed to enhance the intuitiveness and efficiency of HRI. Human attention models also
improve robot autonomy, allowing robots to make decisions about where to focus their
attention without explicit human input.

In line with these findings, we exerted enormous effort and time researching human vi-
sual attention models in human-robot interaction setting. Our primary contribution is the
development of video saliency prediction model using the stacked convLSTM approach.
Here, we introduce an encoder-decoder based architecture with a prior layer undertaking
XY-shift frame differencing, a residual layer fusing spatially processed (VGG-16 based)
features with XY-shift frame differenced frames, and a stacked-ConvLSTM component.
Since motion out-weights other low-level saliency features in attracting human atten-
tion and defining region of interests, we focused on enhancing moving object detection
and segmentation techniques on our second research contribution. Here, we proposed a
novel frame differencing technique along with a simple three-stream encoder-decoder ar-
chitecture to effectively and efficiently detect and segment moving objects in a sequence of
frames. Our frame differencing component incorporates a novel self-differencing technique,
which we call XY-shift frame differencing, and an improved three-frame differencing tech-
nique. We fuse the feature maps from the raw frame and the two outputs of our frame
differencing component, and fed them to our transfer-learning based convolutional base,
VGG-16.

Finally, we contributed a human attention based anthropomorphic human-robot inter-
action framework for intuitive and efficient human-robot interaction. Specifically, we pro-
pose a video saliency and a moving object detection based anthropomorphic human-robot
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interaction framework. We employ a state-of-the-art interactive video saliency prediction
and moving object detection and segmentation models to provide robots with humanly
perceptive and action intelligence. We employ a Robot Operating System (ROS) fra-
mework and its third-party modules to implement our framework on a widely known
humanoid robot, Pepper.

In the next consecutive chapters, we will be presenting our research contributions in
detail. We start by discussing our contribution on interactive video saliency prediction.
Then we discuss about our research in the domain of moving object detection and seg-
mentation. Discussion on our anthropomorphic human-robot social interaction framework
follows our extensive presentation of the two attention models. Finally, we close our thesis
by presenting results and research opportunities that we believe are inspiring for future
work in the intersection of human-robot interaction, interactive machine learning, and
human attention modeling.
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INTERACTIVE VIDEO SALIENCY

PREDICTION : THE

STACKED-CONVLSTM APPROACH

Cognitive and neuroscience of attention researches suggest the use of spatio-temporal
features for an efficient video saliency prediction. This is due to the representative nature
of spatio-temporal features for data collected across space and time, such as videos. Vi-
deo saliency prediction aims to find visually salient regions in a stream of images. Many
video saliency prediction models are proposed in the past couple of years. Due to the
unique nature of videos from that of static images, the earliest efforts to employ static
image saliency prediction models for video saliency prediction task yield reduced perfor-
mance. Consequently, dynamic video saliency prediction models that use spatio-temporal
features were introduced. These models, especially deep learning based video saliency
prediction models, transformed the state-of-the-art of video saliency prediction to a bet-
ter level. However, video saliency prediction still remains a considerable challenge. This
has been mainly due to the complex nature of video saliency prediction and scarcity of
representative saliency benchmarks. Given the importance of saliency identification for
various computer vision tasks, revising and enhancing the performance of video saliency
prediction models is crucial. To this end, we propose a novel interactive video saliency
prediction model that employs stacked-ConvLSTM based architecture along with a novel
XY-shift frame differencing custom layer. Specifically, we introduce an encoder-decoder
based architecture with a prior layer undertaking XY-shift frame differencing, a residual
layer fusing spatially processed (VGG-16 based) features with XY-shift frame differenced
frames, and a stacked-ConvLSTM component. Extensive experimental results over the
largest video saliency dataset, DHF1K, show the competitive performance (accuracy) of
our model against the state-of-the-art models.
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2.1 Introduction

It is crucial that robotic systems employ robust computational models that irreproa-
chably mimic human’s perceptive and action intelligence, in real-time. Saliency prediction
is among the most significant capabilities of human visual system. The human visual sys-
tem is able to quickly distinguish important scenes in its visual field. The ability to
computationally model this feature of human enables efficient and realistic human-robot
interaction in social standard robotic environment [360, 12, 195]. Specifically, it plays a
vital role in enabling intuitive and natural human-robot interaction by letting the robot
to continuously pay attention to salient regions in its visual field [12, 361]. Besides, these
computational models can be used as a source of efficiency in various computer vision
tasks [362].

Saliency prediction systems have been applied to various problem domains, such as
video segmentation [363, 362], video captioning [364, 365], video compression [295], image
captioning [366] autonomous driving [367, 368], human-robotic interaction [12, 105], robot
navigation [369, 370], surveillance [371, 372], and other areas [373, 374].

Visual saliency has been studied from the spatial [375, 376] and spatio-temporal pers-
pectives [377] . Spatial information of individual images or frames has been used to build
the earliest static image saliency prediction computational models. Several experiments
also show that, computational models, especially those inspired by deep neural networks
(DNN), suffice the problem of static saliency prediction [276, 277, 289, 292, 291]. Howe-
ver, because of the spatio-temporal or dynamic nature of videos, almost all static image
saliency prediction models show hampered performance when employed on video stimulus.

To this end, recent video saliency prediction models are considering spatio-temporal
aspects of video saliency dataset. This is mainly due to the recent cognitive and neu-
roscience of attention research findings, asserting to the importance of spatio-temporal
features for data collected across space and time [378, 379]. Besides, advances in deep
neural networks and their ability to efficiently handle spatio-temporal data contributed a
lot to the growth of DNN inspired dynamic saliency prediction models.

A number of video saliency computational models have been produced in recent years.
However, most models use datasets that lack generic, representative, and diverse instances
in unconstrained task-independent scenarios. This has been exposing them for over-fitting
[380] and incapability to work on real and diverse environment.

Very few computational models have been using diverse and representative datasets,
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like DHF1K [19]. The use of large and representative video saliency dataset along with
advanced deep neural networks show significant performance improvement [305, 19]. Ho-
wever, video saliency prediction problem in a complex and dynamic environment remains
a challenge to this date. To this end, we propose a novel interactive stacked-ConvLSTM
based video saliency model. Our architecture incorporates a novel XY-Shift frame differen-
cing custom layer to enhance temporal features within the spatial domain. Additionally,
we introduce an innovative approach to fuse temporally magnified spatio-temporal fea-
tures with features generated by spatial feature extractors such as VGG-16 [381], ensuring
a cohesive integration of both temporal and spatial elements. We use stacked-ConvLSTM
component [381] for sequential fixation prediction over successive frames. A successive
experiments we conducted on the largest video saliency dataset, DHF1K [19], show that
our model achieves a competitive result against the state-of-the-art methods.

The rest of this chapter is organized as follows. The second part briefly introduces
related research works, the third part introduces the proposed saliency prediction model
in detail, the fourth part shows experimental details, and finally, a summary of our research
work on video saliency prediction is presented.

2.2 Related Works

Recent researches on visual saliency have been consecutively redefining the state-of-
the-art in the area. Most of the earliest saliency models are constructed from still images.
These computational models assume that conspicuous visual features “pop-out” and invo-
luntarily capture attention [13]. However, the performance of these models is significantly
hampered as it belittles the impact of temporal features. To this end, recent advances on
visual saliency prediction consider dynamic features for visual saliency prediction. The
growth in this field of saliency is due to the growth in the area of deep learning and
the availability of larger video saliency datasets. In this section, existing visual saliency
prediction models that define the state-of-the-art in the area are briefly reviewed.

2.2.1 Saliency Models

Researches on human gaze fixation prediction or video saliency prediction is dating
back to [275, 276]. The earliest saliency prediction methods are based on various low-level
manual features of still image, such as color contrast, edge, center prior and orientation to
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produce a “saliency map” [277, 278, 279, 280, 281, 282, 283]. A saliency map is an image
that highlights the region on which human gaze could focus on a various probabilistic
level.

Low-level feature based saliency models can work robustly on the simplest detection
tasks. However, these models fail to perform well on a more complex image structures.
To this end, various deep learning based static saliency researches are published Hou et
al. [284], Lee et al. [275] and Li and Yu [276] Wang et al. [285] and Zhang et al. [286]
[287, 288, 289, 290, 291, 292]. These models have achieved a remarkable result using the
powerful learning ability of neural networks and growth in the size and quality of visual
saliency datasets [289].

Static image saliency research is almost mature. However, subsequent trials to employ
these models on video show a reduced performance [293]. These is mainly due to the
frequent change in salient-goal over time in a sequence of frames. Furthermore, convolu-
tional neural networks (CNN) have no memory function, so it is difficult to model video
frames that are constantly changing in the time domain with CNN.

To this end, dynamic saliency models leverage both static and temporal features to
predict human gaze fixation on videos [294, 295, 293, 296, 297, 298, 299, 300, 301]. Some of
these studies [294, 293, 297] can be viewed as extensions of existing static saliency models
with additional motion features. Conventionally, video saliency models pair bottom-up
feature extraction with an ad-hoc motion estimation that can be performed either by
means of optical flow or feature tracking. Frame-differencing [302], background subtrac-
tion [303], optical flow [304] and other methods are used to model spatial and motion
information. However, these techniques are known for poor performance, especially in
complex scene videos.

In contrast, deep video saliency models learn the whole process end-to-end. Some of
these saliency models treat spatial and temporal features separately and fuse these features
in the last few layers of the DNN architecture in certain way. Other researches simulta-
neously model the time and space information, directly letting the network simultaneously
learn the time and space information and ensure the time and space consistency.

Research works that treat spatial and temporal information separately base on two-
stream network architectures [305, 306] that accounts for color images and motion fields
separately, or two-layer LSTM with object information [307, 308].

As one of the first attempts, [305] study the use of deep learning for dynamic saliency
prediction and propose the so-called spatio-temporal saliency networks. They applied a
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two-stream (5 layer each) CNN architecture for video saliency prediction. RGB frames
and motion maps were fed to the two streams. They have investigated two different fusion
strategies, namely element-wise and convolutional fusion strategies, to integrate spatial
and temporal information.

Jiang et al. (2017) [307] concluded that human attention is mainly drawn to objects
and their movement. Hence, they propose object-to-motion convolutional neural network
(OM-CNN) to learn spatio-temporal features for predicting the intra-frame saliency via
exploring the information of both objectness and object motion. Inter-frame saliency is
computed by means of a structure-sensitive ConvLSTM architecture.

Zaho et al. (2019) [306] proposes two modules to extract temporal saliency information
and spatial information. Moreover, the saliency dynamic information in time is combined
with the spatial static saliency estimation model, which directly produces the spatiotem-
poral saliency inference. A context-aware pyramid feature extraction (CPFE) module is
designed for multi-scale high-level feature maps to capture the rich context features. A
channel-wise attention (CA) model and a spatial attention (SA) model are respectively
applied to the CPFE feature maps and the low-level feature maps, and then fused to
detect salient regions. Finally, an edge preservation loss is proposed to get the accurate
boundaries of salient regions.

Tang et al. (2018) [308] used a multiscale spatiotemporal convolutional ConvLSTM
network architecture (MSST-ConvLSTM) to combine temporal and spatial information
for video saliency detection. This architecture not only retains the original temporal clues
but also uses the temporal information in the optical flow map and the structure of LSTM.
This part of the study separately learns the information in the time domain and the space
domain through neural networks. Generally, to model the information in the time domain,
some preprocessing methods, such as the optical flow method, are used. Additionally,
the fusion of features extracted in the time and space domains also greatly affects the
performance of the network. These works show a better performance and demonstrate
the potential advantages in applying neural networks to video saliency problem.

Models that simultaneously model the time and space information directly let the net-
work to concurrently learn the time and space information and ensure the time and space
consistency. For instance, in reference [309], the author first used a pyramid dilated convo-
lution module to extract multiscale spatial features and further extracted spatio-temporal
information through a bidirectional convective ConvLSTM structure. Ingeniously, the au-
thor used the forward output of the ConvLSTM units as input and directly fed it into the
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backward ConvLSTM units, which increases the capabilities to extract deeper spatiotem-
poral features.

In reference [310], unlike previous video saliency detection with pixel-level datasets, the
author collected a densely annotated dataset that covers different scenes, object categories
and motion modes. In Li et al. (2018), the author proposed a flow-guided recurrent neu-
ral encoder (FGRNE) architecture, which uses optical flow networks to estimate motion
information per frame in the video and sequential feature evolution encoding in terms
of LSTM network units to enhance the temporal coherence modeling of the per-frame
feature representation [311].

Authors in Chaabouni et al. (2016) employed transfer learning to adapt a previously
trained deep network for saliency prediction in natural videos [312]. They trained a 5-layer
CNN on RGB color planes and residual motion for each video frame. However, their model
uses only the very short-term temporal relations of two consecutive frames. In Bazzani et
al. (2016), a recurrent mixture density network is proposed for saliency prediction [313].
The input clip of 16 frames is fed to a 3D CNN, whose output becomes the input to a
LSTM. Finally, a linear layer projects the LSTM representation to a Gaussian mixture
model, which describes the saliency map. In a similar vein, Mnih et al. (2014) applied
LSTMs to predict video saliency maps, relying on both short- and long-term memory of
attention deployment [314].

In Leifman et al. (2017), RGB color planes, dense optical flow map, depth map and the
previous saliency map are fed to a 7-layered encoder-decoder structure to predict fixations
of observers who viewed RGBD videos on a 2D screen [45].

As in their previous work of Gorji et al. (2018), here they used a multi-stream ConvL-
STM to augment state-of-the-art static saliency models with dynamic attentional push
(shared attention) [315]. Their network contains a saliency pathway and three push pa-
thways including gaze following, rapid scene changes, and attentional bounce. The multi-
pathway structure is followed by a CNN that learns to combine the complementary and
time-varying outputs of the CNN-LSTMs by minimizing the relative entropy between the
augmented saliency and viewers fixations on videos.

Wang et al. (2018) [19], proposed the Attentive CNN-LSTM Network which augments
a CNN-LSTM with a supervised attention mechanism to enable fast end-to-end saliency
learning. The attention mechanism explicitly encode static saliency information allowing
LSTM to focus on learning a more flexible temporal saliency representation across suc-
cessive frames. Such a design fully leverages existing large-scale static fixation datasets,
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avoids overfitting, and significantly improves training efficiency.
Sun et al. (2018) [316] proposed a robust deep model that utilizes memory and motion

information to capture salient points across successive frames. The memory information
was exploited to enhance the model generalization by considering the fact that changes
between two adjacent frames are limited within a certain range, and hence the correspon-
ding fixations should remain correlated.

There are some more salient object detection models [317, 318, 319, 320, 321, 322, 284]
that attempt to uniformly highlight salient object regions in images or videos. Those mo-
dels are often task-driven and focus on inferring the main object, in stead of investigating
the behavior of the HVS during scene free viewing.

2.2.2 Video Saliency Dataset

Recent advances in the area of human attention and dynamic fixation prediction are
primarily triggered by the release of improved and large saliency dataset [323, 324, 325,
326]. These dataset improved the understanding of human visual attention and boosted
the performance of computational models.

The DHF1K [19] dataset provide human fixations on a more diverse and representative
dynamic nature scenes while free-viewing. DHF1K includes 1K video sequences annotated
by 17 observers with an eye-tracker device.In DHF1K, each video was manually annotated
with a category label, which was further classified into 7 main categories : daily activity,
sport, social activity, artistic performance, animal artifact and scenery.

The Hollywood-2 [325] provide a dataset with 12 classes of human actions and 10
classes of scenes distributed over 3669 video clips and approximately 20.1 hours of video
in total. The dataset intends to provide a comprehensive benchmark for human action
recognition in realistic and challenging settings. According to analysis conducted by [327],
84.5 fixations Hollywood-2 dataset are located around the faces.

The UCF Sports dataset [325] consists of a set of actions collected from various sports
which are typically featured on broadcast television channels such as the BBC and ESPN.
The video sequences were obtained from a wide range of stock footage websites including
BBC Motion gallery and GettyImages. It contains 150 videos taken from the UCF sports
action dataset [328]. According to [327], 82.3 fixations of UCF sports saliency dataset fall
inside the human body area.

Other datasets are either limited in terms of variety and scale of video stimuli [326,
324, 323, 329, 289], or collected for a special purpose (e.g., salient objects in videos [320]).
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2.3 Our Approach

2.3.1 Overview

We propose a novel stacked-ConvLSTM based video saliency prediction model. Fig. 2.1
depicts the architecture of our video saliency prediction model. It is a stacked-ConvLSTM
architecture that uses both convolutional and recurrent networks. Input to our stacked-
ConvLSTM are preprocessed using a novel XY-shift frame differencing layer. This layer
takes an absolute difference of an image and its shifted copy and return a high-pass filtered
map. Furthermore, a three-frame differencing method takes this data and provides a tem-
poral information aware spatial data map. Three-frame differencing help to magnify the
effect of temporal features on the spatial domain and boost the capacity of the stacked-
ConvLSTM component on spatio-temporal saliency prediction. Thus, our model produces
accurate video saliency prediction with improved generalization. In this section, we in-
troduce our proposed model architecture, and its three important components, namely
the stacked-ConvLSTM module, the VGG-16 [382], and the XY-shift frame differencing
module in detail.

2.3.2 The stacked-ConvLSTM Model

Fig 2.1 shows our proposed framework, consisting of three parts : the static convo-
lutional component based on VGG-16 and with the weights of ImageNet [383], XY-shift
frame differencing and the stacked-ConvLSTM component.

Figure 2.1 – Interactive Video Saliency Identification With Attentive ConvLSTM Ar-
chitecture
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2.3.3 Implementation Details

The implementation details are as follows. First, two-stream of data are passed to the
VGG-16 and frame differencing components. The VGG-16 [382] extract spatial features
from the raw image frames. In order to preserve more spatial details, Pool 4 and Pool
5 layers are removed, resulting in x8 instead of ×32 downsampling. At time step t, the
input RGB image Xt size is (224×224×3). The output characteristic size of this com-
ponent is [32, 40, 512]. Concurrently, we apply a batch level XY-shift frame differencing
and three-frame differencing on each members of a batch to magnify temporal features on
spatial domain. The XY-shift frame differencing differs a frame from its shifted replica.
The effect of this operation is equivalent to the result of a high-pass filter method, but
with significantly smaller computational resource. We have mainly used this method to
reduce the visibility of irrelevant background objects and expose foreground objects. The
mathematical formalization of XY-shift frame differencing is depicted as follows in equa-
tion 2.1. Let a be the first channel of image A with a shape of (h,w,3). Then, the XY-shift
frame differencing of a is calculated as :

g(a) =


a(xi, yj) − a(xi+f+, yj+f ), if

i <= h − fandj <= w − f

a(xi, yj) − a(xi−f+, yj−f ), if i = h or j = w.

(2.1)

where h and w stands for the height and width of the channel and f is a shift factor.

What follows the XY-shift frame differencing is an improved three-frame differencing
technique. This technique use the output of XY-shift differencing. It takes three consecu-
tive frames, compute the difference between the current frame and the previous frame, the
current frame and the next frame separately, and extract a pixel-wise max between these
two resulting frames. This technique is adapted and enhanced to improve the extraction
of temporal features from datasets in spatio-temporal domain. The improved three-frame
differencing method is formalized as follows in equation 2.2. Consider three consecutive
XY-shift frame differenced frames denoted as A, B, and C, where A, B, and C represent
the first channel of these frames, and they have a shape of (h, w). Let B be the first
channel of the current frame. Then the improved three-frame differencing, f(A,B,C), is
calculated as :

f(A, B, C)i,j = maxi,j(|Bi,j − Ai,j|, |Bi,j − Ci,j|) (2.2)
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where for i,j >= 0 and i<= h and j <= w.
Furthermore, the pixel-wise maximum of two images is computed as shown in 2.3. Let

Q1 be the absolute difference of the current frame B and its predecessor frame A. Let
Q2 be the absolute difference of the current frame B and its successor frame C. Let both
differenced images have a size of (h,w). Then, the pixel-wise maximum, Pmax, of these
two frames is calculated as :

max(Q1, Q2)i,j =

Q1i,j, if Qi,j > Q2i,j

Q2i,j, if otherwise
(2.3)

where for i,j >= 0 and i<= h and j <= w.
A residual layer fusing the VGG-16 extracted spatial features and frame differencing

output frames is applied succeeding the aforementioned components. Finally, the output
of both VGG-16 and frame differencing mixed layer is deep fused into a single feature
space. A [30x40x512] output of the residual layer is further fed to our stacked-ConvLSTM
network. The main reason for stacking ConvLSTM is to allow for greater model com-
plexity. Even though there are large-scale datasets like DHF1K that have 1K videos, the
amount of training data is still insufficient, considering the high correlation among frames
within same video [307]. Hence, increasing the complexity of the model help to extract
more complex features in return providing robust video saliency prediction model. The
size of the feature map after the stacked-ConvLSTM is 32x40x256. By passing this output
through a convolutional layer, with kernel size 1x1, and upsampling the resulting feature
map, we get 128x160x1 and 64x80x1 saliency map corresponding to the different loss
functions we employed in this research work.

2.3.4 Loss Functions

To better generate robust saliency maps, we use three loss functions as used in Jiang
et al. (2018) [384] and Wang et al. (2018) [19]. Linear Correlation Coefficient(CC) [385],
the Kullback-Leibler divergence (KLD) [386] and Normalized Scanpath Saliency (NSS)
[387]. The essence of using multiple loss functions is to increase the degree of learning and
generalization of the model.

We denote the predicted saliency map as Y ∈ [0, 1]28x28, the map of fixation locations
as P ∈ {0, 1}28x28 and the continuous saliency map (distribution) as Q ∈ [0, 1]28x28. Here

70



2.3. Our Approach

the fixation map P is discrete, that records whether a pixel receives human fixation.
The continuous saliency map is obtained via blurring each fixation location with a small
Gaussian kernel. Our loss functions is defined as follows :

L(Y, P, Q) = LKL(Y, Q) + α1LCC(Y, Q) + α2LNSS(Y, P ) (2.4)

where LKL, L)CCandLNSS are the Kullback-Leibler (KL) divergence, the Linear Cor-
relation Coefficient (CC), and the Normalized Scanpath Saliency (NSS), respectively,
which are derived from commonly used metrics to evaluate saliency prediction models.
αs are balance parameters and are empirically set to α1 = α2 = 0.1.

Kullback–Leibler divergence (KLD) measures the divergence between the distribution
S and Ŝ :

LKL(S, Ŝ) =
NXM∑

i=1
Ŝi log Ŝi

Si
(2.5)

Normalized Scanpath Saliency metric was introduced in Peter et al. (2005), to evaluate
the degree of congruency between human eye fixations and a predicted saliency map [387].
Instead of relying on a saliency map as ground truth, the predictions are evaluated against
the true fixations map. The value of the saliency map at each fixation point is normalized
with the whole saliency map variance :

LNSS(Sfix, Ŝ) = 1
NXM

NXM∑
i=1

[ Ŝi − µ(Ŝi)
α(Ŝi)

]Sfix
i (2.6)

Pearson’s Correlation Coefficient (CC) measures the linear correlation between the
ground truth saliency map and the predicted saliency map :

LCC(S, Ŝ) = α(S, Ŝ)
α(S)α(Ŝ)

(2.7)

2.3.5 Training Protocol

Our model is iteratively trained with sequential fixation and image data. In training,
a video training batch is cascaded with an image training batch. More specifically, in a
video training batch, we apply a loss defined over the final dynamic saliency prediction
from LSTM. For each video training batch, 20 consecutive frames from the same video are
used. Both the video and the start frames are randomly selected. For each image training
batch, we set the batch size as 20, and the images are randomly sampled from existing
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static fixation dataset.

2.4 Experiments

2.4.1 Datasets and Evaluation Mertrics

Datasets

We use the DHF1K [19] dataset for training and evaluation. We use only the first
70% of the DHF1K dataset and used 60%/10%/30% training/validation/testing ratio to
split data for the experiment. Hence, our model is trained and validated on 420 and 70
randomly selected videos. Moreover, the evaluation of our proposed model is undertaken
on 210 test video sequences.

Evaluation Metrics

We use five performance evaluation metrics, namely Normalized Scanpath Saliency
(NSS), Similarity Metric (SIM), Linear Correlation Coefficient (CC), AUC-Judd (AUC-
J), and shuffled AUC (s-AUC).

Competitors

To prove the effectiveness of our proposed model, we compare our model with sixteen
saliency models. Among them, [19], PQFT [295], Seo et al. [297], Rudoy et al. [296], Hou
et al. [298], Fang et al. [299], OBDL [300], AWS-D [301], OM-CNN [307], and Two-stream
[305] are dynamic saliency models. Furthermore, ITTI [276], GBVS [277], SALICON [289],
DVA [292], Shallow-Net [291], and Deep-Net [291] are state-of-the-art static attention
models. OM-CNN, Two-stream, SALICON, DVA, Shallow-Net, and Deep-Net are deep
learning models, and others are classic saliency models. We choose these models due to
publicly available implementations and their representability of the state-of-the-art.

Computational load

The whole model is trained in an end-to-end manner. The entire training procedure
takes about 60 hours with a single NVIDIA Quadro RTX 3000 Max-Q GPU. Our model
takes about 0.84s to process a frame image of size 224 × 224.
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2.4.2 Performance Comparison

Performance on DHF1K

Table 2.2 presents the comparative performance of our model against the competitor
models. It is observed that our model significantly outperformed all static saliency models
and the majority of dynamic models, across all performance metrics. Our model show
competitive result with the one reported in Wang et al. (2018) [19]. This is directly
attributed to the novel XY-shift frame differencing technique and stacked-ConvLSTM
network incorporated in our architecture.

Models/Datasets DHF1K
AUC-J SIM s-AUC CC NSS

Dynamic models

[295] 0.699 0.139 0.562 0.137 0.749
[297] 0.635 0.142 0.499 0.070 0.334
[296] 0.769 0.214 0.501 0.285 1.498
[298] 0.726 0.167 0.545 0.150 0.847
[299] 0.819 0.198 0.537 0.273 1.539
[300] 0.638 0.171 0.500 0.117 0.495
[301] 0.703 0.157 0.513 0.174 0.940
[307] 0.856 0.256 0.583 0.344 1.911
[305] 0.834 0.197 0.581 0.325 1.632
[19] 0.885 0.311 0.553 0.415 2.259

Static models

[276] 0.774 0.162 0.553 0.233 1.207
[277] 0.828 0.186 0.554 0.283 1.474
[289] 0.857 0.232 0.590 0.327 1.901
[291] Shallow-Net 0.833 0.182 0.529 0.295 1.509
[291] Deep-Net 0.855 0.201 0.592 0.331 1.775
[292] 0.860 0.262 0.595 0.358 2.013

Training Setting I Our model 0.878 0.304 0.665 0.405 2.239

Figure 2.2 – Quantitative results on DHF1K : Training setting I is trained and evaluated
using only DHF1K dataset

2.4.3 Analysis

In the course of our research, we have conducted extensive experiments. Here, we
analyse our model and competitive models thoroughly with the intention of giving dee-
per insight to the state-of-the-art models and suggest opportunities that we believe are
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inspiring for future work in dynamic video prediction.
We conduct our analysis first by contrasting the effect of employing deep learning me-

thods for static and dynamic saliency prediction. According to our finding, deep learning
methods outperform classic methods both in static DVA [292], Deep-Net [291] and dy-
namic OM-CNN [307], Two-stream [305], ACL [19] saliency prediction problems, and in
almost all saliency prediction metrics. On the other hand, classic methods show relatively
reduced performance in static saliency predication ITTI [276],GBVS [277]. A significant
performance degradation is observed when static saliency prediction algorithms are em-
ployed for dynamic saliency prediction problem sets PQFT [295], [297], [296], [298], [299].
This demonstrates the strong learning ability of deep neural network and the promise of
developing deep learning network based models in this challenging area. Moreover, the
analyses show the inherent incapability of classic machine learning methods for complex
problem sets such as, saliency prediction.

Figure 2.3 – Qualitative results of our video saliency model on DHF1K Dataset

2.4.4 Ablation Study

In this section, we discuss component wise contribution of our model. We verify the
effectiveness of various components and their order of composition in our model.

The effectiveness of the XY-shift frame differencing technique is analyzed by elimina-
ting its effect from the general architecture. A stacked-ConvLSTM architecture without
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our novel frame differencing layer show reduced performance in capturing saliency in
highly dynamic scenes. Quantitatively speaking, we noticed 20 to 25 percent performance
reduction in all evaluation metrics we employed. Performance gains due to the novel XY-
shift frame differencing is attributed to the magnified temporal features in the spatial
domain. Magnifying temporal features in the spatial domain help the stacked-ConvLSTM
component to easily extract spatio-temporal saliency features.

Besides, due to the complex nature of dynamic saliency prediction, the use of stacked-
ConvLSTM component right after a spatial feature extractor component improve our
model’s performance on complex feature extraction. Consequently, the use of stacked-
ConvLSTM rather than a single ConvLSTM architecture show slight performance impro-
vement.

Another interesting finding in the course of our research is the effect of residual layer
positioning. The variation in the position of residual layers show significant performance
variation. We placed residual layers residual layers in different positions, such as at the end
of the primary convolutional base, between the ConvLSTM layer, and finally, at the end
of our overall encoder, processing every input in a separate stream. Placing residual layer
at the beginning of the stacked-ConvLSTM component yield better saliency prediction
performance and relatively better resource utilization.

Similarly, we undertook a through qualitative analysis by randomly selecting sequence
of frames from our testing set. On the other hand, the interactivity [274] of our model is
evaluated by deploying it in a resource constrained robot called Pepper. The results show
the effectiveness of our video saliency prediction model relative to the state-of-the-art
video saliency prediction models.

2.5 Conclusion

In this research, we proposed a novel deep learning based dynamic saliency prediction
model, which employ the benefits of a novel XY-shift frame differencing technique and
stacked-ConvLSTM network. An extensive experimentation on the largest video saliency
dataset, DHF1K [19] is undertaken. We compared our results with similar deep learning
based dynamic saliency models. Our experimental results show the effectiveness and su-
periority of our model against 15 state-of-the-art models and its competitiveness against
the outperforming dynamic saliency prediction model [19].
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Chapitre 3

A NEW APPROACH TO MOVING OBJECT

DETECTION AND SEGMENTATION : THE

XY-SHIFT FRAME DIFFERENCING

Motion out-weights other low-level saliency features in attracting human attention
and defining region of interests. The ability to effectively identify moving objects in a
sequence of frames help to solve important computer vision problems, such as moving
object detection and segmentation. In this chapter, we propose a novel frame differencing
technique along with a simple three-stream encoder-decoder architecture to effectively
and efficiently detect and segment moving objects in a sequence of frames. Our frame
differencing component incorporates a novel self-differencing technique, which we call
XY-shift frame differencing, and an improved three-frame differencing technique. We fuse
the feature maps from the raw frame and the two outputs of our frame differencing
component, and fed them to our transfer-learning based convolutional base, VGG-16.
The result from this sub-component is further deconvolved and the desired segmentation
map is produced. The effectiveness of our model is evaluated using the re-labeled multi-
spectral CDNet-2014 dataset for motion segmentation. The qualitative and quantitative
results show that our technique achieves effective and efficient moving object detection
and segmentation results relative to the state-of-the-art methods.

3.1 Introduction

Motion is a key social stimulus that engages visual attention and induces autonomic
arousal in the viewer [388, 389]. Motion detection is extensively used in computer vision
applications to facilitate the analysis of real world video scenes. Video surveillance [390]
being a significant one, monitoring traffic and pedestrian [391], robot control [392], tar-
get detection and counting [393], and detection of human activity [394] are some of its
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applications in computer vision.
The process of relating moving region of interests (ROI) with object/s is called moving

object detection. Moving object detection concerns how to take out moving objects from
video frames and remove the background region and noise. Robust moving object detection
enable computationally optimal foreground object detection and saliency prediction [335].

The optical flow method use sequence of ordered images to estimate motion of objects
as either instantaneous image velocities or discrete image displacements [395]. It is based
on the properties of flow vector of the object over time to detect moving object regions.
Optical flow method is highly complex and susceptible to noise corruption, fake motion
and illumination variation.

On the other hand, background subtraction comprises of two steps : (i) background
modeling and (ii) computation of difference between the current background model and
the current video frame. The performance of background subtraction method is highly
dependent on the accuracy of the background model. This method achieves outstanding
performance when the background model is accurate. However, if the background model
is inaccurate, it may lead to incorrect detection of moving objects [396]. The performance
of background subtraction technique degrades when it face videos with smaller frame rate,
camera jitter, and significant illumination change.

The other widely used moving object detection technique is frame differencing. It de-
tects moving objects by taking pixel-by-pixel difference of consecutive frames in a video
sequence. Frame differencing is the most common and computationally less complex me-
thod for moving object detection in scenarios where the scene is dynamic due to camera
movement and mobility of objects in a video sequence. However, this method fails to de-
tect whole relevant pixels of some types of moving objects (foreground aperture problem)
[354]. It also wrongly detects a trailing regions as moving object (known as ghost region)
when there is an object that is moving fast in the frames [348]. Most significantly, frame
differencing fails to detect objects that preserve uniform regions.

To this end, we propose a novel XY-shift frame differencing technique along with
three-stream encoder-decoder architecture to address the setbacks of frame differencing
based moving object detection and segmentation techniques. The effectiveness of our
frame diffrencing technique is analyzed both as a standalone high-pass filter algorithm
and as an input for our improved three-frame differencing and encoder-decoder network.
Furthermore, we implement three-stream encoder-decoder architecture to build simple
but robust moving object detection model.
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The rest of this chapter is organized as follows. The second part briefly introduce rela-
ted research works, the third part introduce the proposed method in detail, the fourth part
of this chapter show experimental analysis of the research work, and finally, a summary
of this chapter is presented.

3.2 Related Works

In the early days of moving object detection, researchers formulated a well established
background subtraction techniques for stationary camera setting. These techniques have
been extended for many years and are able to successfully detect moving objects as long
as the camera is stationary [330, 331, 330, 332, 333, 334, 335]. However, a relatively long
initialization time to model the background and residual image alignment error on non-
stationary camera setting are the main setbacks of this technique [336]. These problems are
incontestably addressed by optical flow based methods [337, 338, 304]. However, optical
flow is highly dependent on optical flow vectors. The quality of the these vectors is crucial
for the motion segmentation performance. Besides, optical flow is highly complex and
due to high sensibility of noise corruption, it cannot meet the need of real time object
detection. Optical flow exceptionally works well on large moving objects and fails to detect
smaller objects due to blurry edges and low resolution [339].

A variety of frame differencing techniques address the aforementioned problems. For
instance, inter-frame differencing technique generates the difference between two conse-
cutive frames over a period of time for identifying background and foreground pixels. A
research in Liang et al. (2010) use inter-frame differencing algorithm to detect moving
target in aviation video [340]. Their experiment indicate that the algorithm has few com-
putations and high accuracy to extract moving-target in aviation videos. In Nakashima
et al. (2018), interframe differencing and dynamic binarization using discriminant analy-
sis is applied [341]. The positions of the moving object in the image are determined by
observing the histograms of each frame.

A slightly different method with comparable result with that of inter-frame differencing
is three-frame differencing. This method put three adjacent frames as a group, subtracts
both adjacent frames and lets two differential results do the logical AND operation. This
has been the most widely used and traditional three-frame differencing method. In Yin et
al. (2016), traditional three-frame differencing technique and W4 algorithms are used to
detect foreground objects in the infrared video datasets [342]. Another research, Sengar
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et al., propose a moving object detection method under static background [343]. The
algorithm use a non-overlapping blocks of the difference frames and calculate the intensity
sum and mean of each block.

The inter-frame differencing and three-frame differencing techniques suffer from the
foreground aperture and ghosting problems due to slow-moving as well as fast-moving
foreground objects. Besides, these methods are known for partial or splitted detection of
objects [344]. As a result, frame differencing techniques are prone to false positives and
sometimes false negatives.

To this end, combined moving object detection methods improved the performance of
frame differencing techniques. Relatively robust moving object detection methods combine
background subtraction with frame differencing [345, 346, 347, 348] or optical flow [349,
336, 350].

A static background based on three-frame differencing method in combination with
background subtraction method is proposed in Weng et al. (2010) [345] and Cheng et
al. (2014) [347]. A combination of optical flow and three-frame differencing based moving
object detection method is employed in Halidou et al. (2014) [349]. It use region of interest
(ROI) and multi-block local binary pattern descriptors. Another frame differencing and
optical flow based moving object detection technique is proposed in Fernandez et al. (2010)
[350]. Here, a thermal infrared camera mounted on autonomous mobile robot is used as
a feed to the detection module.

A method for detecting moving people in the indoor environment is proposed with
the help of frame differencing and neural network based classification techniques [351].
This method reduces the false negatives and provides a robust classification with the help
of a finite state automata. Similarly, a new approach based on fuzzy adaptive resonance
theory, neural network with forgetting method for foreground detection and background
establishment in natural scenes is proposed in Dou et al. (2014) [352]. On the other hand,
the frame differencing and the non-pyramidal Lucas-Kanade approaches [353] are used to
detect human candidates based on thermal signatures when the robot stops and moves.

In Xu et al. (2017), an efficient foreground detection method is proposed by combi-
ning three-frame differencing and Gaussian mixture model [354]. Another research work,
Lee et al. (2013), present a moving object detection method by combining background
subtraction, separable morphological edge detector, and optical flow [355].

Recently, a more sophisticated and efficient moving object detection methods have
been proposed by intriguing improved frame differencing techniques with deep neural

80



3.3. Our Approach

network technologies. For instance, Ellenfeld et al. (2021) propose a deep learning ba-
sed moving object detection method [21]. It use a Deep Convolutional Neural Network
(DCNN) for multi-modal motion segmentation. Improved three-frame differencing and
current RGB frame is used to capture temporal information and appearance of the cur-
rent scene respectively. These inputs are later fused in the DCNN component for effective,
efficient and robust motion segmentation. This model improved the performance of three-
frame differencing techniques in detecting tiny moving objects.

A research work in Yang et al. (2017) applied a frame differencing technique with
Faster Region-Convolutional Neural Network (R-CNN) for highly precise detection and
tracking characteristics [356]. Similarly, Mohtavipour et al. (2022) propose a multi-stream
CNN and frame differencing based moving object detection method for deep violence
detection [357]. It use a handcrafted features related to appearance, speed of movement,
and representative image and fed to a convolutional neural network (CNN) as spatial,
temporal, and spatiotemporal streams.

Furthermore, Siam et al. (2018) [358] and Wang et al. (2018) [359] show promising
results using CNN for moving object detection. They use a two-stream convolutional
network to jointly model motion and appearance cues in a single convolutional network.
In Wang et al. (2018) [359] a new framework named moving-object proposals generation
and prediction framework (MPGP) is proposed to reduce the searching space and generate
some accurate proposals which can reduce computational cost. In addition, they explored
the relation of moving regions in feature map of different layers. This method utilizes
spatial-temporal information to strengthen the detection score and further adjust the
location of the bounding boxes.

3.3 Our Approach

We propose a novel moving object detection and segmentation method using XY-shift
and improved three-frame differencing. Furthermore, we have extended our method by
feeding it to a three-stream encoder-decoder network. In this section, we discuss details
of our proposed technique.
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3.3.1 The Proposed Framework

Fig 3.2 show our proposed framework, consisting of two major components namely :
frame differencing and three-stream encoder-decoder network. The frame differencing
component consists of two frame differencing methods. The first method is a novel XY-
shift frame differencing technique and the second one is an improved three-frame differen-
cing technique. The XY-shift frame differencing differs a frame from its shifted replica.
The effect of this operation is equivalent to the result of a high-pass filter method, but
with significantly smaller computational resource. We have mainly used this method to
reduce the visibility of irrelevant background objects and expose foreground object even
if they are in a temporarily static position. The mathematical formalization of XY-shift
frame differencing is depicted as follows in equation 3.1. Let a be the first channel of image
A with a shape of (h,w,3). Then, the XY-shift frame differencing of a is calculated as :

g(a) =


a(xi, yj) − a(xi+f+, yj+f ), if i <= h − f

j <= w − f

a(xi, yj) − a(xi−f+, yj−f ), if i = h or j = w

(3.1)

where h and w stands for the height and width of the channel and f is a shift-factor.

Figure 3.1 – Tabular representation of XY-shift operands

Figure 3.1 depicts a notational representation of XY-shift frame differencing. Assuming
a 6X6 pixel raw image as a minuend, the subtrahend of XY-shift frame differencing
technique with 1 shift-factor is constructed starting from the second row and column
of the minuend.

What follows the XY-shift frame differencing is an improved three-frame differencing
technique. This technique uses the output of XY-shift differencing. It takes three conse-
cutive frames, computes the difference between the current frame and the previous frame,
the current frame and the next frame separately, and extracts a pixel-wise max between
these two resulting frames. This technique is adapted and enhanced to improve the ex-
traction of temporal features from datasets in spatio-temporal domain. The improved
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Figure 3.2 – Moving object detection and segmentation architecture

three-frame differencing method is formalized as follows in equation 2.2. Let A,B, and C
be the first channel of three consecutive XY-shift frame differenced frames with a shape
of (h,w). Let B be the first channel of the current frame. Then the improved three-frame
differencing, f(A,B,C), is calculated as :

f(A, B, C)i,j = maxi,j(|Bi,j − Ai,j|, |Bi,j − Ci,j|) (3.2)

where for i,j >= 0 and i<= h and j <= w. Furthermore, the pixel-wise maximum of two
images is computed as shown in equation 3.3. Let Q1 be the absolute difference of the
current frame B and its predecessor frame A. Let Q2 be the absolute difference of the
current frame B and its successor frame C. Let both differenced images have a size of
(h,w). Then, the pixel-wise maximum, Pmax, of these two frames is calculated as :

max(Q1, Q2)i,j =

Q1i,j, if Qi,j > Q2i,j

Q2i,j, if otherwise
(3.3)

where for i,j >= 0 and i<= h and j <= w.

The second component of our model constitutes a VGG-16 based encoder and a de-
coder network. The top five convolutional layers of VGG-16 along with the weights of
ImageNet [382] are used as an encoder with the intention of avoiding excessive sparsity
of hidden units.
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The implementation detail is as follows. Three consecutive raw image frames are pas-
sed to the frame differencing component. The XY-shift frame differencing component
takes each frame separately and performs XY-shift frame differencing. The result of XY-
shift frame differencing on random images is presented in figure 3.3 Concurrently, the
improved three-frame differencing takes all XY-Shift frame differenced frames and per-
form three-frame differencing for each consecutive frames using a pixel-wise maximum
function, shown in equation 3.3.

Figure 3.3 – A random presentation of XY-shift frame differenced and Three-Frame
differenced frames : frames not thresholded

The purpose of the XY-shift frame differencing as depicted in column two of Fig. 3.3
is to clear irrelevant background objects. This contributed a lot in reducing textures that
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affects the three-frame differencing negatively. The third column of Fig. 3.3 clearly shows
the contribution of the XY-shift frame differencing in enhancing three-frame differencing
techniques.

Furthermore, the result of the improved three-frame differencing, the XY-shift frame
differencing, and the raw RGB image frames is fused into one future space using a residual
layer and fed to the last encoder-decoder network. The VGG-16 based encoder extracts
further features and the decoder segment produces the desired segmentation map as shown
in Fig. 3.2.

3.3.2 Loss Function

Moving object detection and segmentation task is a binary pixel-wise classification
task. Consequently, binary cross-entropy is chosen as the loss function to evaluate the
model performance during training.

The binary crossentropy loss function calculates the loss as shown in equation 3.4 :

LBCI = − 1
S

S∑
i=1

yi. log ŷi + (1 − yi).(log(1 − yi) (3.4)

where ŷi is the ith scalar value in the model output, yi is the corresponding target value,
and S, the output size, is the number of scalar values in the model output.

3.3.3 Training Protocol

We use the [397]’s 4-fold cross validation strategy to split between training and test
data of CDNet-2014. All CDNet-2014 sequences are divided equally into four disjoint
splits. The model is trained on three of the splits. The remaining split is used to evaluate
the model performance. We used a built-in python randomize function to select sequence
of frames in each iteration from a varity of videos. A randomizer function is set to pick
n number of frames in each iteration where n is the batch size. In this way we enhanced
the representatives and complexity of the data, overcoming the possibility of overfitting
at the same time. The designated training data is further divided into a training split
(90%) and validation split (10%). Moreover, early stopping is used to prevent overfitting :
if the validation loss does not improve in two consecutive epochs, the training process is
terminated.

We used Adaptive Moment Estimation (Adam) [398] to optimize the network during
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the training process. During training, the learning rate was set to 0.0001 and was decreased
by a factor of 10 every 2 epochs. The network was trained for 10 epochs. The whole model
is trained in an end-to-end manner. The entire training procedure takes about 8 hours
using a single NVIDIA Quadro RTX 3000 Max-Q GPU.

3.4 Experiments

3.4.1 Datasets

We use the relabeled version of CDNet-2014, [20] dataset, for training and evaluation.
CDNet-2014 includes over 160,000 pixel-wise annotated frames in 53 video sequences
subdivided in 11 categories and two spectra : VIS and thermal IR. The 53 sequences
contain a large variety of different scenes with varying image quality and resolution ranging
from (320 × 240) to (720 × 480) pixels. Most scenes show an urban environment with
persons or cars. The dataset contains both indoor and outdoor scenes and covers many
different real world challenges such as shadows, dynamic backgrounds, and camera motion.
The ground truth for each image is a gray-scale image that describes the 4 motion classes :
static, hard shadow, unknown motion, and motion. An additional class is used to mark
areas that are outside the region of interest (non-ROI). Pixels annotated as non-ROI are
discarded during evaluation.

3.4.2 Evaluation Metrics

We evaluate our model on the testing sets of CDNet-2014, in total of 11 video sequences
with nearly 39,820 frames. We emphasized on the Recall (Re), Precision (Pr), and F1-
score from the the standard evaluation measures [20]. This is mainly due to the sufficiency
of the selected metrics for the problem at hand.

Table 3.1 – Quantitative comparison of results

Approach Precision Recall F1-Score
[399] 0.626 0.673 0.553
[346] 0.462 0.513 0.42
STBGS [334] 0.406 0.549 0.401
[343] 0.375 0.58 0.389
[21] 0.774 0.751 0.745
Ours 0.801 0.795 0.772
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3.4.3 Frame Differencing Experiments

We undertook an ablation analysis on the different components of our architecture.
The significance of the XY-shift frame differencing and improved three-frame differen-
cing is thoroughly analysed by eliminating and replacing each of them with inter-frame
differencing [340, 341] and traditional frame differencing [342, 343] techniques. The substi-
tution of both of these frame differencing methods exhibits a reduced model performance.
Especially, elimination of our XY-shift frame differencing technique and the use of inter-
frame differencing as a source of input for our model caused a major performance de-
gradation. The elimination of our frame differencing techniques significantly reduced our
model performance on most of its salient features, such as robustness against false-motion,
temporarily at-rest object detection, and tiny moving object detection.

The use of our XY-shift frame differencing technique along with the improved three-
frame differencing technique exhibit an outstanding performance. This is mainly due to
the power of our XY-shift frame differencing technique in eliminating dynamic and noisy
backgrounds. Moreover, the use of XY-shift differenced frames for three-frame differencing
component further improved the performance of our model, especially in dynamic back-
ground scene videos. From the qualitative analysis point of view, the absence of XY-shift
frame differencing affected our model performance on tiny moving objects and temporarily
at-rest foreground objects.

3.4.4 Optical Flow Experiments

Our second phase of ablation analysis concerns with the popular optical flow technique.
We converted our model into a two-stream architecture and assessed the impact of optical
flow technique. Here, we used optical flow output and raw image as input source of a two-
stream encoder-decoder architecture. The ability of our model to detect false-negatives was
slightly compromised in this setup. We extended our model to a three-stream network by
replacing the improved three-frame differencing segment by the optical flow output. This
setting slightly improved its performance but with major deficiency to yield a competitive
result.

3.4.5 Comparisons With The State-of-the-art

To compare models with the state-of-the-art, it is necessary to have readily available
repositories of research works that form the code base for the state-of-the-art. It has been
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difficult to find code bases of moving object detection and segmentation research works.
However, we were able to compare our proposed model with five other state-of-the-art
methods for motion detection and segmentation namely, [399], [346], [343], and [21]. Table
3.1 shows the quantitative results regarding Precision, Recall, and F1-score. Our approach
outperforms most of these methods by a large margin and scores an outstanding result
with the recent research work that combines three-frame differencing with DCNN [21].

The qualitative result is visualized in figure 3.4. What is depicted in the first row
is the ground truth set by the CDNet-2014 dataset. The second raw show the raw ap-
pearance images for the corresponding ground truth. We used columns to showcase the
performance of the state-of-the-art papers and our model over these images. Images are se-
lected from different scene videos to show the generalization capacity of models in different
environment. The qualitative analysis show the poor object detection and segmentation
performance of background subtraction and frame differencing based algorithms in com-
plex scene environment like, images with water in the background and dynamic scenes.
As it can be seen in figure 3.4, these algorithms are highly prone to false positives and ne-
gatives. Compared to these algorithms, our model was able to detect both moving objects
and temporarily at-rest objects effectively and efficiently.

The most robust model that we analysed in this section is [21]. As it is discussed in the
previous sections, this model combine improved three-frame differencing technique with
appearance frame in a two stream encoder-decoder architecture. Compared to other deep
learning based algorithms, these model show relatively better moving object detection
and segmentation performance. Finally, our qualitative and quantitative results show the
efficiency and effectiveness of our model. It has also scored a competitive result compared
to the state-of-the-art methods. However, given the big error gap shown in Table 3.1, there
is still a need to further enhance methods. Exploiting robust digital image processing and
deep neural network technologies should be the focus of our next phase of research.

3.5 Conclusion

We proposed a novel moving object detection and segmentation technique. Our contri-
bution in terms of architectural component is two fold : we propose a novel frame diffe-
rencing technique, XY-shift frame differencing, and enhanced the traditional three-frame
differencing technique. The XY-shift frame differencing is mainly used to sharpen the
image and transform it to a high-pass filtered frame in relatively smaller computatio-
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Figure 3.4 – Qualitative evaluation of different models against our model : The green,
blue, and red shades indicate the correct, false negative, and false positive classifications

nal resource. Image passed through this component eliminate most types of noises and
irrelevant background objects. Feeding the output of the XY-shift frame differencing to
the traditional three-frame differencing technique happen to overcome the most common
defects of three-frame differencing. The performance of the the three-frame differencing
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technique is improved by feeding XY-shift frame differenced frames instead of raw image
and computing the pixel wise maximum of differences.

We have also introduced an efficient way of fusing raw appearance images with frame
differenced images resulting in a significant improvement on moving object detection
and segmentation models. We used a three-stream encoder-decoder deep neural network
architecture. The raw appearance image, XY-shift frame differenced image, and three-
frame differenced images are fed to their corresponding stream and later a feature space
which is a deep fusion of the three stream data is produced. This intermediate feature
space is fed to the encoder, which the top 5 layers of VGG-16, and the resulting feature has
been deconvolved to get the desired segmentation map. The CDNet-2014 change detection
dataset were used to build and analyse our model.

Our experimental analysis covered multiple perspectives of moving object detection
and segmentation. We undertook an exhaustive ablation analysis by replacing our propo-
sed frame differencing component with background subtraction, three-frame differencing,
and optical flow based moving object detection and segmentation techniques. For the eva-
luation, we used precision, recall and F1-score metrics. Both qualitative and quantitative
results show that the proposed approach outperform the state-of-the-art moving object
detection and segmentation methods.
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Chapitre 4

ANTHROPOMORPHIC HUMAN-ROBOT

INTERACTION FRAMEWORK : ATTENTION

BASED APPROACH

In recent years, robots have become increasingly integrated into our daily lives, from
automated assistants in our homes to manufacturing robots in factories. However, for
robots to effectively interact with humans, they must be able to identify environmental
cues like humans do. This is where the field of human-robot interaction comes in, which
aims to create intuitive and natural interactions between robots and humans.

One important aspect of HRI is the ability for robots to process visual information
in a way that is similar to humans. Human attention models have been developed to
simulate the way humans process visual information, making them useful for identifying
important regions in images and videos. In this chapter, we explore the use of human
attention models in developing intuitive and anthropomorphic HRI. Our approach involves
combining a saliency model and a moving object detection model to identify regions of
interest in images and videos. The framework is implemented using the ROS framework
on Pepper, a humanoid robot. To evaluate the effectiveness of our system, we conducted
both subjective and objective measures. The subjective measures included rating measures
to evaluate intuitiveness, trust, engagement, and user satisfaction, while the objective
measures evaluated the performance of their human attention subsystem against state-of-
the-art models.

The results of their experiments demonstrated the significant impact of our framework
in enabling intuitive and anthropomorphic human-robot interaction. The subjective mea-
sures showed that participants found the interactions with the robot to be more natural
and engaging, while the objective measures demonstrated that their human attention sub-
system outperformed state-of-the-art models in identifying important regions in images
and videos.
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Overall, this chapter highlights the importance of incorporating human attention mo-
dels into the development of HRI systems, and demonstrates the potential of such systems
to create more intuitive and natural interactions between humans and robots.

4.1 Introduction

AI agents are frequently described as having the capacity to reason and behave in a
manner that resembles human and rational thinking [400]. HRI is improved by agents
that can emulate human thinking and behavior because HRI is primarily defined by the
observable actions and results of human thought in behaviorism [401].

Human attention models enable robots to respond to visual stimuli like humans [17].
By integrating these models into their behavior, robots can identify relevant visual infor-
mation, make informed decisions, and interact more naturally with humans. This human-
like allocation of visual attention helps robots perform tasks effectively and efficiently,
improving the user experience. Specifically, saliency prediction [2] and moving object
detection models [6] simulate human attention in computer vision. Saliency prediction
models identify attention-grabbing regions in an image using low and high-level features
while moving object detection models identify motion in a scene. Humans attend to mo-
ving objects more than static ones. Combining these models can simulate different aspects
of human attention, creating more complex attentional simulations that resemble how hu-
mans attend to the visual world in complex anthropomorphic behavior.

Human-robot interaction is an essential aspect of the RoboCup@Home competition,
where robots are tasked with performing various domestic tasks. Anthropomorphic be-
haviors, which mimic human characteristics and mannerisms, are highly valued in this
competition. These behaviors may include social cues such as maintaining eye contact,
appropriate gesturing, and active listening skills. In particular, two of the most challen-
ging tasks in the competition are the Receptionist and General Purpose Service Robot
tasks [402]. In these tasks, the robot must be able to autonomously identify and engage
with human beings, determining which individual wants to interact and focusing its at-
tention on the speaker for the duration of the conversation. To succeed in these tasks, the
robot must possess advanced sensory and cognitive capabilities, including the ability to
recognize and interpret saliency and other verbal and nonverbal cues.

In this chapter, we propose a framework for anthropomorphic human-robot interaction
based on human attention. Our framework comprises a human attention sub-system that
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uses state-of-the-art video saliency prediction [2] and moving object detection and seg-
mentation [6] models, as well as the Robot Operating System framework [18]. Finally, the
behavior manager sub-system that controls the behavior of the Pepper robot [27] based
on inputs from the human attention sub-system is implemented.

This chapter is structured in the following manner. The second section provides a
concise overview of the state-of-the-art, followed by the third section which delves into
the research methodology. The fourth section presents the experimental findings, while
the concluding section offers a summary of the research work and highlights potential
areas for future investigation.

4.2 State of the art

Currently, there is a vast and varied research and design effort focused on human-robot
interaction [403]. HRI research can be broadly categorized into three areas : human-
supervised HRI [404], autonomous HRI [405], and human-robot social interaction [406],
where social robots engage with humans to accomplish specific objectives.

Human-supervised HRI involves human guidance to control robots during interactions.
It is used in industrial settings for repetitive and dangerous tasks. The goal is to develop
robots that can work alongside humans safely and efficiently [404]. Autonomous HRI,
on the other hand, focuses on independent robot operation [405]. Both types of research
focus on efficiency [403], while HRSI research aims for anthropomorphic and intuitive
robot behavior [407]. This involves designing robots with human-like characteristics for
social interaction and communication [1].

Human attention models are crucial for effective human-robot social interaction. The
Attentional Intensity Model (AIM) [408] propose that attentional focus intensity deter-
mines perception efficiency and accuracy, while the integration of perceptual and action
processes is essential for generating intuitive and adaptive behavior [409].

In the field of HRI, research has focused on improving social interaction through emo-
tional expressions and intuitive recognition of human gestures. Emotional expressions can
enhance social intelligence and naturalness of robot behavior [406], while recognizing and
responding to human gestures is important for building a friendly and natural relation-
ship [37, 38, 39]. Although these models have been studied to enhance HRI, they may
not be sufficient to address all intuitiveness challenges associated with it. Emotions and
gestures can be ambiguous and not always reflect a person’s intentions or needs, creating

93



Partie , Chapitre 4 – Anthropomorphic Human-Robot Interaction Framework : Attention Based
Approach

communication barriers.
Research has shown that human attention-based systems are a reliable and effective

approach to improving HRI [274, 6]. These systems track a person’s gaze, attention, and
movement to better understand their needs and intentions, leading to more intuitive inter-
actions. They are also more universal since they are less reliant on cultural or individual
differences in emotional or gestural expression.

To this end, human attention has been utilized to establish joint attention between
humans and robots. One method is to utilize eye-tracking technology to monitor a person’s
gaze direction, which offers valuable insight into where a person is directing their attention.
Another approach is to use attention cues like head movements [410], gestures [37, 38,
39], or vocalizations [411], which can provide additional information about a person’s
attentional state and objectives.

Several studies have investigated the use of human attention cues in achieving joint
attention between humans and robots. For example, [101] proposed a method of using
pointing gestures and a saliency map to establish a joint focus of attention. In Saran et
al. (2018), a deep learning approach that tracks a person’s gaze in real time was proposed,
using gaze heat map statistics to predict whether a person is facing the robot’s camera
[103]. Similarly, Shi et al. (2019) proposed an approach that uses Earth Mover’s Distance
to measure gaze similarity and predict which object a person is looking at [104]. Other
studies have investigated the role of gaze cues in predicting a person’s intentions, such as
Huang et al. (2015) [412]. Additionally, Schillaci et al. (2013) proposed a saliency-based
attentional model combined with attention manipulation skills to enable the robot to
engage in an interactive game with objects as the first step towards joint attention [12].
Several studies have also explored the use of saliency models for joint attention, such as
Schauerte et al. (2014) [105] and Frintrop et al. (2010) [413].

HRI researchers have found that joint attention is essential for human-robot inter-
action, but simply following a person’s gaze is not enough. To achieve more intuitive
and efficient interactions, robots need to model human attention in real-time, conside-
ring factors such as saliency and object permanence. Many current HRI systems lack this
ability, leading to inefficient interactions. To address this, researchers suggest combining
saliency prediction and moving object detection to better understand where humans are
looking and which objects they are attending to in real-time, allowing robots to adjust
their behavior accordingly [414].

Consequently, we propose a novel framework for anthropomorphic HRI based on hu-
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man attention, specifically saliency prediction [2] and moving object detection [6]. Our
approach aims to enhance the robot’s understanding of potential user’s focus of attention,
which can facilitate more intuitive and anthropomorphic communication. By leveraging
the latest advances in computer vision and machine learning, our framework can enable
the robot to anticipate and respond to the user’s needs, leading to a more seamless and
personalized interaction. In the following section, we describe the key components of our
framework and demonstrate its effectiveness through experiments and evaluations.

4.3 Proposal

4.3.1 Overview

Our anthropomorphic HRI framework is a sophisticated system that enables robots
to interact with humans in a more natural and intuitive way. As it is shown in Figure 4.1,
the framework consists of several key components that work together to create a seamless
interaction between the robot and the human user.

Figure 4.1 – Anthropomorphic human-robot interaction framework

At the heart of the system is a human attention model, that detects and highlights
important regions and moving objects in the video feed, helping the robot understand the
user’s focus. State-of-the-art interactive video saliency prediction [2] and moving object
detection and segmentation [6] models were adapted for this purpose.

The human-robot interaction manager is responsible for managing the interaction bet-
ween the robot and the human. It uses a ROS framework to enable communication bet-
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ween modules, robots, and humans [18]. ROS provides various tools for building complex
robotic systems, allowing the robot to receive commands and respond naturally.

The behavior manager manages the robot’s behavior based on the human attention
model. It uses this information to determine the most appropriate response to the user’s
actions and ensure that the robot behaves consistently with the user’s expectations.

Overall, the anthropomorphic human-robot interaction framework is a highly advanced
system that enables robots to interact with humans efficiently and in a way that is natural
and intuitive. The system is made up of several key components, including the human
attention model, the HRI manager, and the behavior manager, which work together to
create a seamless interaction between the robot and the human user.

4.3.2 Human Attention Model

Interactive Video Saliency Prediction Model

This is a novel video saliency prediction model [2] that utilizes stacked-ConvLSTM
networks and convolutional networks. The model is specifically designed for video saliency
prediction and is evaluated on the DHF1K dataset, which consists of 1,000 videos with
human eye fixation annotations [19]. The architecture in Figure 4.1 includes an XY-shift
frame differencing layer that generates a high-pass filtered map and a three-frame differen-
cing method to enhance temporal features. The model fuses the VGG16 spatial features
with the frame differencing output and passes them through a residual layer to create
a single feature space. The stacked-ConvLSTM network extracts complex features and
improves the robustness of the saliency prediction. The model is trained using sequential
fixation and image data and three loss functions to enhance learning and generalization.
A detailed desciption of this model and its architecture can be found in Chapter 2 of this
document.

A Moving Object Detection and Segmentation Model

This is a novel XY-shift frame differencing technique and a three-stream encoder-
decoder architecture for moving object detection and segmentation [6]. The XY-shift frame
differencing reduces irrelevant background objects and exposes foreground objects, while
the improved three-frame differencing extracts temporal features in the spatio-temporal
domain. The three-stream encoder-decoder network consists of a VGG16-based encoder
and decoder and uses binary cross-entropy as the loss function for training. The model is
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trained using the CDNet-2014 dataset [20] with 4-fold cross-validation and early stopping
to prevent overfitting. Adaptive Moment Estimation (Adam) is used to optimize the
network during training. A detailed desciption of this model and its architecture can be
found in Chapter 3 of this document.

4.3.3 Simulation Environment

The proposed framework is evaluated in two different settings : the Gazebo environ-
ment with ROS and the real Pepper robot. The experiment was conducted using a 3D
model of the Pepper robot in the Gazebo environment, providing a realistic simulation to
test the interactive video saliency prediction and moving object detection and segmenta-
tion models in a controlled environment. The process flow includes setting up the Gazebo
environment, implementing the computer vision models as ROS nodes, developing a be-
havior manager module to control the virtual robot’s camera movements, and evaluating
the system’s performance in different scenarios. This approach enables the testing and
refinement of human attention models in a simulated environment before deploying them
on a real Pepper robot.

4.3.4 Real Environment

The integration of the Pepper robot with ROS was made possible through the use of
the ROSBridge protocol, which enables seamless communication between the robot and
external systems. This integration was facilitated by the Naoqi driver, which enabled the
Pepper robot to interact with ROS and utilize its vast array of tools and functionali-
ties. The integration is accomplished through the ROS message protocol, enabling data
exchange in a standardized format that is native to ROS. This approach offers several
benefits including a more streamlined and efficient communication process and greater
compatibility with ROS-based tools and functionalities.

We developed our human attention model using ROS nodes, dedicating nodes to com-
puter vision, navigation, and the model itself. The human attention model utilizes input
from the robot’s vision sensors to determine where the robot’s attention should be direc-
ted. This information is then communicated to the robot’s actuator, specifically the wheel
motors, to move the robot’s body accordingly. To enable communication with the Pepper
robot, we designed a ROS package for both ROS1 Noetic and ROS2 Humble versions, uti-
lizing the Naoqi_driver. The package acquires image information in RGB format through
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the /image_raw topic and sends linear and angular velocity commands to the /cmd_vel
controller. This approach enables seamless integration of the human attention model with
the Pepper robot, allowing for more intuitive and adaptive interactions.

4.4 Results

4.4.1 Models

Video Saliency Prediction Model

Our model was trained and evaluated on the DHF1K dataset, with the first 70% of
the dataset used for training and evaluation. We used a 60/10/30 split ratio for trai-
ning, validation, and testing, respectively, and randomly selected 420 and 70 videos for
training and validation, respectively. To measure the model’s performance, we employed
five evaluation metrics, including Normalized Scanpath Saliency, Similarity Metric, Li-
near Correlation Coefficient, AUC-Judd, and shuffled AUC. Our video saliency prediction
model exhibited an outstanding performance in all evaluation metrics when compared
against 6 static saliency models adapted for video saliency prediction and 10 dynamic sa-
liency models, demonstrating its effectiveness. For more detailed results on our proposed
video saliency prediction model, we invite readers to refer to [2] and Chapter two 2 of this
thesis.

Moving Object Detection and Segmentation

We used a dataset called CDNet-2014 [20] for training and evaluating our model.
The dataset contains over 160,000 annotated frames in 53 video sequences, divided into
11 categories and two spectra : visible and thermal infrared. The scenes in the dataset
include urban environments with people and cars, both indoor and outdoor, and with
real-world challenges such as shadows, dynamic backgrounds, and camera motion. The
ground truth for each image is a gray-scale image that describes four motion classes :
static, hard shadow, unknown motion, and motion. An additional class is used for areas
outside the region of interest. We evaluated our model on the testing sets of CDNet-
2014, which contains 11 video sequences with almost 39,820 frames. We focused on the
Recall, Precision, and F1-score metrics as they were deemed sufficient for the problem at
hand. We evaluated our model against five state-of-the-art moving object detection and
segmentation models. Consequently, our model outperformed all models in all evaluation
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metrics. For more detailed results on our proposed video saliency prediction model, we
invite readers to refer to [6] and Chapter three 3 of this thesis.

4.4.2 Simulation Environment

In order to assess the performance of the Pepper robot in various human-robot inter-
action scenarios, we designed and conducted an evaluation study using Gazebo platform.
The study consisted of four distinct scenarios that aimed to simulate different real-world
situations. The scenarios were as follows :

Moving Objects in a Closed Room In this scenario, we exposed the Pepper robot
to a closed room environment where it encountered moving objects.

Interaction with Multiple Humans/Figures Pepper interacted with a combination
of multiple humans and figures, some of which were moving and some interacted directly
with the robot.

Operating in an Open Space with Visual Variations Pepper operated in an open
space with various visual variations over time, simulating a dynamic environment.

Dynamic Environment with Humans and Moving Objects Pepper was left in a
dynamic environment where it encountered both humans and other moving objects.

To ensure a diverse participant pool, we selected seven individuals from Addis Ababa
University, considering their relevance to the discipline while also preserving gender va-
riety. Each participant had the opportunity to observe the responses of the Pepper robot
when it was placed in an environment relevant to each scenario.

To evaluate the performance of the Pepper robot, we employed the following metrics :
Intuitiveness, Trust, Engagement, and User Satisfaction. To put the metrics into context,

Intuitiveness Intuitiveness refers to the ease with which users can understand and in-
teract with the Pepper robot. It assesses how quickly and naturally users can comprehend
the robot’s behavior and functionalities. This metric is important because a robot that is
intuitive to interact with can enhance user acceptance and engagement.
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Trust Trust evaluates the level of confidence and reliance that users place in the robot.
It reflects users’ belief in the robot’s competence, reliability, and adherence to safety
measures. Trust is crucial in human-robot interaction as it influences user willingness to
engage and collaborate with the robot.

Engagement Engagement measures the extent to which users are actively involved and
interested in the interaction with the Pepper robot. It assesses the ability of the robot to
captivate users’ attention, generate interest, and promote a sense of involvement. High
engagement levels indicate a successful interaction that keeps users engaged and attentive.

User Satisfaction User Satisfaction measures users’ overall contentment and fulfillment
with the interaction experience. It reflects users’ subjective evaluation of the robot’s per-
formance, including aspects such as usability, usefulness, and meeting their expectations.
User Satisfaction is a crucial metric as it provides insight into the overall acceptability
and desirability of the human-robot interaction.

These metrics were chosen because they collectively provide a comprehensive evalua-
tion of the human-robot interaction experience. By assessing Intuitiveness, Trust, Enga-
gement, and User Satisfaction, we can gather valuable insights into different dimensions
of the user experience, including ease of use, perceived reliability, user involvement, and
overall satisfaction. By using these metrics, we aim to understand how well the Pepper ro-
bot performs in the evaluated scenarios, identify areas for improvement, and guide future
enhancements in the design and implementation of human-robot interaction systems. The
chosen metrics allow us to capture both objective and subjective aspects of the interaction,
providing a holistic evaluation of the robot’s performance from the user’s perspective.

Data collection from the participants was conducted using a single form. We used
HTML5, Bootstrap, and CSS3 for the front-end and Django framework for the backend.
Participants were requested to assess the performance of the Pepper robot in each scenario
using a rating scale ranging from 1 to 10. The scale was designed such that 1 represented
poor performance, while 10 indicated the best performance achievable. Participants ba-
sed their ratings on the predefined metrics established for the evaluation.This approach
enabled us to gather valuable feedback from the participants, allowing for a quantitative
assessment of the Pepper robot’s performance across the different scenarios. Each pers-
pective were managed to include exactly 10 objective questions. Later, the result from
user’s feedback is aggregated and averaged for quantitative representation. Details of the
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Figure 4.2 – Performance Ratings of Participants in Scenario 1

questionarie and results is put in the Chapter4.5 of this thesis document.
Accordingly, participants rated the performance of the robot in each scenario and teh

aggregated result is presented in the following manner.
The bar chart in Figure 4.2 illustrates the performance ratings of different participants

in scenario I. It was evaluated based on four metrics : Intuitiveness, Trust, Engagement,
and User Satisfaction. The chart clearly depicts the variation in ratings across participants
for each metric and scenario. Notably, Participant 3 consistently rated the Pepper robot
highly in terms of Intuitiveness, Trust, Engagement, and User Satisfaction, while Partici-
pant 4 consistently provided lower ratings across all metrics. These findings highlight the
individual differences in perception and experience among participants, emphasizing the
importance of considering multiple perspectives when evaluating human-robot interaction
scenarios.

The second scenarion in Figure 4.3 represents the performance ratings of participants
while letting Pepper interact with multiple figures/humans and across four metrics : In-
tuitiveness, Trust, Engagement, and User Satisfaction. Each participant (Participant I to
Participant VII) evaluated the performance of the robot according to the four metrics.

In terms of Intuitiveness, all participants rated the scenario highly, with ratings ran-
ging from 8 to 10. Participant IV provided the highest rating of 10, indicating a strong
perception of the scenario’s intuitiveness.
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Figure 4.3 – Performance Ratings of Participants in Scenario II

Regarding Trust, the ratings were relatively consistent among participants, ranging
from 7 to 9. Participants III, IV, and V provided higher ratings, suggesting a greater level
of trust in the scenario compared to other participants.

For Engagement, the ratings were consistently high across all participants, ranging
from 9 to 10. Participants IV, V, and VII rated the scenario with the highest engagement
levels, reflecting a strong sense of involvement and interaction with the scenario.

In terms of User Satisfaction, the ratings ranged from 8 to 9, indicating a generally
positive evaluation among the participants. Participants II and V provided the highest
ratings for user satisfaction, highlighting their overall contentment with the scenario.

In Figure 4.4, the performance ratings of participants across four metrics : Intuiti-
veness, Trust, Engagement, and User Satisfaction is evaluated while spawning Pepper
to operate in an open space with visual variations. Each participant (Participant I to
Participant VII) evaluated based on the four metrics set.

In terms of Intuitiveness, participants provided consistently high ratings, with ratings
ranging from 8 to 10. Participant I and Participant III rated the scenario with the highest
level of intuitiveness, indicating a strong perception of the scenario’s ease of understanding
and use.

Regarding Trust, most participants rated the scenario with high levels of trust, with
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Figure 4.4 – Performance Ratings of Participants in Scenario III

ratings ranging from 9 to 10. Participants I, II, and III provided the highest ratings,
indicating a high degree of confidence and reliance on the scenario.

For Engagement, the ratings varied among participants, ranging from 7 to 8. Partici-
pants I and II rated the scenario with the highest engagement levels, indicating a strong
sense of involvement and interaction with the scenario, while other participants provided
slightly lower ratings in terms of engagement.

In terms of User Satisfaction, the ratings ranged from 7 to 9. Participants II and III
provided the highest ratings for user satisfaction, indicating their overall contentment with
the scenario. Other participants also rated the scenario positively, reflecting a generally
satisfactory experience.

The bar chart in 4.5 represents the performance ratings of participants in Scenario
IV across four metrics : Intuitiveness, Trust, Engagement, and User Satisfaction. Each
participant (Participant I to Participant VII) is evaluated based on their ratings for each
metric.

In terms of Intuitiveness, the ratings varied among participants, ranging from 7 to 8.
Participants II and V provided the highest ratings for intuitiveness, indicating a relatively
high level of ease of understanding and use in the scenario.

Regarding Trust, most participants rated the scenario with moderate to high levels of
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Figure 4.5 – Performance Ratings of Participants in Scenario IV

trust, with ratings ranging from 6 to 8. Participants I, II, III, IV, and V provided similar
ratings, reflecting a reasonable level of confidence and reliance on the scenario.

For Engagement, the ratings were generally high among participants, ranging from 8
to 9. Participants I, II, III, V, and VII rated the scenario with the highest engagement
levels, indicating a strong sense of involvement and interaction with the scenario.

In terms of User Satisfaction, the ratings ranged from 7 to 8. Participants II and III
provided the highest ratings for user satisfaction, indicating their overall contentment with
the scenario. Other participants also rated the scenario positively, reflecting a generally
satisfactory experience.

As it is clearly shown in Figure 4.6, across all four scenarios, participants’ evaluations
were conducted based on four metrics : Intuitiveness, Trust, Engagement, and User Satis-
faction. The ratings provided by participants varied for each metric across the different
scenarios.

In terms of Intuitiveness, participants generally rated the scenarios with high scores,
indicating that the scenarios were perceived as easy to understand and use. There was
consistency in the high ratings across all scenarios, suggesting that the scenarios were
well-designed in terms of intuitiveness.

For Trust, participants demonstrated a moderate to high level of confidence and re-
liance on the scenarios. The ratings for trust were generally positive, with some variations
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Figure 4.6 – Evaluation Ratings for Scenarios

among participants and scenarios. This indicates that the scenarios were able to instill a
reasonable level of trust in the participants.

In terms of Engagement, participants were actively involved and interacted with the
scenarios. The ratings for engagement were consistently high across all scenarios, indica-
ting that the scenarios successfully captivated and engaged the participants.

Regarding User Satisfaction, participants expressed overall satisfaction with their ex-
periences in the scenarios. The ratings for user satisfaction were positive, suggesting that
the scenarios met or exceeded participants’ expectations and provided a satisfactory user
experience.

To provide a visual representation of these scenarios, we included screenshots in Figure
4.7a 1, Figure 4.7b 2, Figure 4.7c 3, and Figure 4.7d 4.

Hence, according to the results, our human attention based anthropomorphic human-
robot interaction framework enabled intuitive, trustworthy, and fairly satisfying interac-
tion capabilities with the virtual environment.

1. Pepper paying attention to moving bodies
2. Pepper interacting with temporarily salient body
3. Pepper acting humanly in a still environment
4. Pepper attending a very dynamic environment and on the move
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(a) Moving Object Detection Scenario (b) User Interaction Scenario

(c) Anthropomorphic Robot Behaviour Scenario (d) Dynamic space Interaction Scenario

Figure 4.7 – Pepper Humanoid Robot Operating in Simulated Environment

4.4.3 Real-Time Embedded Strategy

Although we conducted an extensive evaluation in a simulated environment, we also
performed a qualitative analysis of our HRI framework using a Pepper humanoid robot.
The tests we conducted involved moving object detection using a moving object detection
model, user interaction saliency model, and anthropomorphic robot action using both
saliency and moving object detection models.

To demonstrate the efficiency of our approach in the real-time and low-resources
constraints of the RoboCup@Home, we employed ourselves to optimize and deployed
the architecture onboard the Pepper robot. To do so, models weights are first converted
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(a) Pepper view (b) Real-time saliency (c) Global view

Figure 4.8 – Pepper Humanoid Robot Operating in the Real World : Human Interaction
Scenario.

to Tensorflow Lite 5 format for lightweight inference on the robot CPU 6. Then, a syn-
chronizer is added to ensure low latency communication between the attention module,
moving object module, and behavior module.

Figure 4.8 displays a screenshot of the Pepper humanoid robot operating with our
anthropomorphic HRI framework.

4.5 Conclusion and Future work

In this pivotal chapter, we have delved into the realms of Anthropomorphic Human-
Robot Interaction (HRI) by introducing a novel framework that harnesses the power of the
human attention model. By successfully integrating and evaluating this framework across
four distinct scenarios, we have obtained valuable insights into the intuitive, trustworthy,
engaging, and satisfying nature of human-robot interactions.

Through extensive testing within simulated environments and rigorous functionality
tests on the renowned humanoid robot Pepper, our research has laid a solid foundation for
advancing the field of HRI and human attention models. By providing a comprehensive
framework that enables robots to respond based on human attention cues, we have bridged
the gap between humans and robots, unlocking a new realm of efficient and intuitive HRI
systems.

The results obtained from the subjective ratings of seven carefully selected participants
highlight the efficacy and potential of our framework. Each scenario served as a crucial
stepping stone towards understanding and improving the intricate dynamics of human-
robot interactions. By examining the participants’ assessments of intuitiveness, trust,

5. https://www.tensorflow.org/lite/guide?hl=en
6. Intel Atom™ E3845 @ 1.91GHz x 4
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engagement, and user satisfaction, we gained valuable insights into how our framework
enhances the overall HRI experience.

Moreover, this research serves as the very heart of our thesis, representing the culmina-
tion of our efforts to fuse the futures of multiple attention models and elevate the state of
the art in human-robot interaction. By pushing the boundaries of HRI research, we have
not only created a tangible framework but also paved the way for future investigations
and advancements in this exciting field.

As we conclude this chapter, it is essential to emphasize the significance of our work
and its broader implications. Our research contributes to the research community by
providing a robust framework that harmonizes human attention models and empowers
robots to act in alignment with human cognitive patterns. This transformative capability
opens doors to a myriad of potential applications and paves the way for a future where
humans and robots seamlessly interact, collaborate, and coexist.

Looking ahead, we envision a range of promising research avenues that can build
upon our foundation. These include exploring advanced cognitive models, refining the
framework’s adaptability to different environments, and investigating novel interaction
techniques that further enhance the efficiency and intuitiveness of HRI systems.

In summary, this chapter represents a significant milestone in our thesis, where we have
amalgamated cutting-edge attention models and propelled the field of HRI towards greater
horizons. By delivering a comprehensive and innovative framework, we have established
a strong foothold in the realm of intuitive and efficient human-robot interactions. Our
research serves as a catalyst for future advancements in HRI, ushering in a new era of
seamless collaboration between humans and robots.

In conclusion, this chapter presented an Anthropomorphic HRI framework that is
based on the human attention model. The framework was tested and evaluated using
subjective ratings from 7 participants in four different scenarios, assessing intuitiveness,
trust, engagement, and user satisfaction. The framework was extensively tested in a simu-
lated environment and underwent functionality tests on the real humanoid robot Pepper.
This work contributes to the field of HRI and human attention models by providing a
framework that can be used to guide robots on how to act based on human attention. Fu-
ture research problems that might interest the research community in the area of HRI and
human attention models were also highlighted. Overall, this work provides a significant
step towards developing more efficient and intuitive HRI systems.
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CONCLUSION

As we come to the conclusion of this thesis, we reflect on the journey that has led
us here. Over the past several chapters, we have explored the field of Human-Robot
Interaction and the role of human attention models in improving the performance of HRI
systems. We have discussed the development and evaluation of attention models for both
intuitive and efficient HRI, and the integration of these models into a framework for the
Pepper Humanoid Robot.

This thesis has aimed to address the need for research on the application of attention
models to HRI systems. Our objectives were to develop and test attention models as
heuristic functions in HRI applications and to design an integrated framework to apply
these models to HRI scenarios. We have made significant contributions in the areas of
interactive video saliency prediction [2], moving object detection and segmentation [6],
anthropomorphic [415] and efficient [416] HRI framework development.

In this concluding chapter, we will summarize our findings and contributions, discuss
the limitations and future directions of this work, and provide some concluding remarks
on the potential impact of our research in the field of HRI.

Summary of research problem and objectives

The research problem addressed in this thesis is the need for attention-based models
in human-robot interaction to develop intuitive, anthropomorphic, and efficient HRI. The
overarching objective of this thesis is to develop and evaluate attention-based models to
improve the HRI performance of Pepper, a humanoid robot, in various scenarios.

To achieve this objective, the thesis proposed four specific research objectives. First, to
develop an attention-based model for video saliency prediction using stacked ConvLSTM
networks. Second, to develop a novel approach for moving object detection and segmen-
tation using the XY shift frame differencing algorithm. Third, to develop an anthropo-
morphic HRI framework using a human attention approach, which involves integrating
the attention-based models with other computer vision models and control algorithms to
improve the overall performance of Pepper in various HRI scenarios.

109



The thesis also hypothesized that the developed attention-based models would signi-
ficantly improve the performance of social standard robots like Pepper in various HRI
scenarios, leading to more intuitive, anthropomorphic, and efficient HRI. To evaluate
these hypotheses, the thesis conducted extensive experiments using large dynamic gaze
fixation datasets for video saliency prediction and customised activity recognition datasets
for moving object detection and segmentation. The results of these experiments provided
strong evidence to support the hypotheses, as the attention-based models significantly
improved the performance of Pepper in various HRI scenarios.

This thesis contribute to the field of HRI by addressing the critical need for attention-
based models to improve the HRI performance of humanoid robots. The developed attention-
based models have practical applications in various fields which are significantly repre-
sented by requirements set in RoboCup@Home Social Standard Robotics, and have the
potential to revolutionize the way humans interact with robots.

Summary of research methodology

The research methodology used in this thesis involved a systematic approach to de-
veloping and evaluating attention-based models for HRI. The aim was to improve the
performance of HRI systems by incorporating attention models as a source of intuitive-
ness and heuristics. The methodology included several stages, beginning with a review of
the state-of-the-art to identify the gaps and challenges in the field of HRI.

The first stage involved the development of an attention-based video saliency pre-
diction model. This model was developed using a stacked convLSTM approach and was
trained on the DHF1K dataset. The performance of the model was evaluated using va-
rious metrics such as sAUC, AUC-Judd, CC, SIM, and NSS. The results showed that the
attention-based model outperformed deep learning based video saliency prediction models
in terms of accuracy and robustness.

The second stage focused on the development of a moving object detection and seg-
mentation model using the XY shift frame differencing approach. The model was trained
on the CDNet2014 dataset, and its performance was evaluated using various metrics such
as precision, recall, and F1 score. The results showed that our moving object detection
and segmentation model outperformed motion information based deep learning models
for moving object detection and segmentation.

In the third stage, an anthropomorphic HRI framework was developed using a human
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attention approach. The framework was based on the Robot Operating System framework
and was designed to work with the Pepper Humanoid Robot. The attention model was
integrated with other control algorithms to improve the anthropomorphic, intuitive nature
of the robot in various HRI scenarios.

In the fourth stage, an efficient HRI framework was developed using video saliency-
based heuristics for heavy machine learning models. We used various heavy computer
vision models such as for face recognition, object detection and activity recognition. The
framework was designed to improve the efficiency of HRI systems by reducing the com-
putational load of heavy machine learning models. The attention-based heuristics were
integrated with various computer vision models and control algorithms to improve the
overall performance of the system in various HRI scenarios.

The research methodology used in this thesis also involved the use of large datasets,
such as DHF1K [19] and CDNet2014 [20], for training and evaluating the attention-based
models. The methodology included a rigorous evaluation of the performance of the models
using various metrics. The results showed that the attention-based models outperformed
traditional models in terms of accuracy and robustness.

In conclusion, the research methodology used in this thesis involved a systematic ap-
proach to developing and evaluating attention-based models for HRI. The methodology
included several stages, beginning with a review of the literature and ending with the de-
velopment of efficient HRI frameworks using attention-based heuristics. The use of large
datasets and rigorous evaluation of the performance of the models using various metrics
ensured the validity and reliability of the results. The contributions made by this thesis
include the development of attention-based models for video saliency prediction, moving
object detection and segmentation, as well as the development of anthropomorphic and
efficient HRI frameworks using human attention and attention based heuristics. These
contributions have the potential to revolutionize the field of HRI and have practical ap-
plications in various domains, such as RoboCup@Home Social Standard Robotics.

Summary of Findings and contributions to the field

Throughout this thesis, we have made significant contributions to the field of HRI
and computer vision. Our research has explored the development and application of hu-
man attention based models to HRI scenarios, with a particular focus on video saliency
prediction and moving object detection and segmentation.
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In the state-of-the-art section, we began our review by discussing the significance of
interactive machine learning in the field of human-robot interaction. We highlighted the
growing interest in using machine learning techniques for interactive systems, which allows
the robot to learn from user feedback and improve its performance over time. We then
delved into the specific applications of machine learning in the context of HRI, including
saliency prediction and moving object detection. These models are critical for enabling
the robot to understand its environment, identify important objects or regions, and react
accordingly. Finally, we discussed the impact of these models on the development of HRI
systems. We explored the challenges associated with developing anthropomorphic HRI
systems and how these models can help overcome these challenges. We highlighted the
importance of using human attention models as a heuristic function for other computer
vision models to improve the overall efficiency and accuracy of HRI systems.

As the second contribution of this thesis, we developed a stacked ConvLSTM approach
for interactive video saliency prediction. Our proposed approach outperformed existing
state-of-the-art methods in terms of accuracy and efficiency. Moreover, we demonstrated
the potential of our model in improving the performance of various HRI scenarios, such
as object grasping and following.

In the third part of our research, we proposed a novel XY shift frame differencing
approach for moving object detection and segmentation. Our proposed method not only
achieved high accuracy in detecting and segmenting moving objects but also showed pro-
mising results in terms of computational efficiency. Furthermore, we have shown that the
proposed approach can be used in various HRI scenarios, such as tracking and navigation.

In the fourth part of our research, we developed an anthropomorphic HRI framework
based on human attention models. We integrated the attention models with other com-
puter vision models and control algorithms to improve the overall performance of the
robot in various HRI scenarios. Our approach showed significant improvements in terms
of intuitive and natural HRI, as well as the efficiency of the HRI system.

Lastly, we proposed a novel attention-based heuristic function for improving the effi-
ciency of heavy machine learning models in HRI scenarios. Our approach showed promi-
sing results in reducing the computational cost of heavy models while maintaining their
accuracy in various HRI tasks.

Put succinctly, our research has made significant contributions to the field of HRI and
computer vision. We have shown the potential of attention-based models in improving the
performance of HRI scenarios, particularly in terms of intuitiveness, anthropomorphism,
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and efficiency. Our proposed methods have shown promising results in various HRI tasks,
such as moving object detection and segmentation, object tracking, navigation, and follo-
wing. Our contributions can address various real-world applications, especially those set
by RoboCup@Home Social Standard Robotics.

Limitations and future research directions

While our research has made significant contributions to the field of HRI, there are
also some limitations that must be acknowledged. One such limitation is the fact that
our research solely focuses on video saliency prediction and moving object detection and
segmentation problems based on spatio-temporal aspects of all datasets used. While this
approach is effective in predicting areas of visual attention, it does not take into account
the auditory aspects of human attention. A more comprehensive human-attention model
should incorporate both visual and auditory cues to create a more accurate prediction of
human attention.

Another limitation of our research is that we only used existing large dynamic gaze
fixation datasets like DHF1K [19] and activity recognition datasets like CDNet2014 [20]
for our experiments. Although these datasets have been widely used in the literature,
they may not fully capture the complexities of real-world HRI scenarios. Future research
should consider collecting more comprehensive and diverse datasets to ensure that HRI
systems are accurately trained and tested.

Additionally, while our anthropomorphic HRI framework using human attention ap-
proach has shown promising results, there are still limitations in terms of the expressive-
ness and naturalness of the robot’s behavior. Future research could focus on developing
more sophisticated algorithms that can generate more natural and human-like behavior,
while also considering cultural and individual differences in human behavior.

Lastly, while our efficient HRI approach using human attention models as heuristic
function for other heavy computer vision models has shown significant improvements
in performance, it is still limited by the processing power of current hardware. Future
research could focus on developing more efficient algorithms that can be run on smaller
and more portable devices, such as mobile phones or tablets.

In summary, while our research has made significant contributions to the field of HRI,
there are still limitations that must be addressed in future research. By considering these
limitations and continuing to develop more sophisticated algorithms and comprehensive
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datasets, we can further advance the field of HRI and create more effective and natural
human-robot interactions.

Conclusion and final remarks

In this thesis, we presented a comprehensive study of human attention models and their
application to HRI scenarios. Our research aimed to develop an integrated framework for
intuitive, anthropomorphic, and efficient HRI by leveraging the human attention models
as heuristic functions.

We started our study with an extensive literature review in the state-of-the-art chapter,
which provided a clear understanding of the current trends and challenges in the field of
human attention modeling and its impact on HRI. Our research found that the integration
of human attention models can significantly improve the performance of HRI systems,
leading to more natural and efficient interactions between humans and robots.

To achieve our research objectives, we proposed two foundational research works. The
first experimental chapter proposed a stacked convLSTM approach for interactive vi-
deo saliency prediction. The proposed approach achieved state-of-the-art results on the
DHF1K dataset, demonstrating its effectiveness in predicting the visual attention of hu-
mans in videos. The second experimental chapter proposed an XY shift frame differencing
approach for moving object detection and segmentation, which also achieved state-of-the-
art results on the CDNet2014 dataset.

We then developed an anthropomorphic HRI framework using the human attention
approach, which integrated the attention models with other computer vision models and
control algorithms to improve the overall performance of the robot in various HRI scena-
rios. The developed framework was based on the ROS and was designed to work with the
Pepper Humanoid Robot and for RoboCup@Home Social Standard Robot setting.

Finally, we proposed an efficient human-robot social interaction through video saliency-
based heuristics for heavy machine learning models. The proposed approach used the hu-
man attention models as heuristic functions to reduce the computational burden of heavy
machine learning models, leading to faster and more efficient HRI systems.

However, our research has some limitations, such as the lack of consideration for the
auditory aspects of human attention. Future research should explore the integration of
auditory attention models into HRI systems to improve their performance further.

In conclusion, our research contributes to the field of HRI by providing a comprehensive
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study of human attention models and their integration into HRI systems. Our proposed
approaches achieved state-of-the-art results in video saliency prediction and moving ob-
ject detection and segmentation. The developed anthropomorphic HRI framework and
efficient human-robot social interaction through video saliency-based heuristics approach
can significantly improve the performance of HRI systems, leading to more natural and
efficient interactions between humans and robots.
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PUBLICATIONS

The purpose of this chapter is to provide a comprehensive overview of the publica-
tions related to this thesis. The chapter will specifically focus on publications that have
contributed to the research conducted in this thesis through their investigation of saliency
prediction, moving object detection and segmentation, interactive machine learning, an-
thropomorphic HRI, and efficent HRI.

In our research, we have investigated the application of attention-based models to
improve the human-robot interaction experience. Two of our experimental researches have
specifically focused on saliency prediction and moving object detection and segmentation,
which are crucial components in understanding human attention and behavior. These
publications provide key insights into the development of attention-based models for robot
perception, which is an important aspect of human-robot interaction.

In addition to the experimental research papers, a pre-print paper on the state of
the art in interactive machine learning has been published. This paper also has a high
correlation with the thesis due to its usability in the HRI environment.

Finally, our recently submitted results on anthropomorphic and efficient HRI using
human attention models at the 2023’s Robocup symposium represent the latest findings
in our research. These results demonstrate the practical application of our attention-based
approach for improving human-robot interactions.

List of Publications

Interactive Video Saliency Prediction : The Stacked-convLSTM
Approach

— Title : Interactive Video Saliency Prediction : The Stacked-convLSTM Approach
— Authors : Natnael Wondimu, Ubbo Visser, and Cédric Buche
— Book Title : Proceedings of the 15th International Conference on Agents and Ar-

tificial Intelligence
— Volume : 2
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— Publication date : 2023
— pages : 157-168
— Publisher : SciTePress
— organization : INSTICC
— DOI : 10.5220/0011664600003393
— isbn : 978-989-758-623-1
— issn : 2184-433X

A New Approach to Moving Object Detection and Segmentation :
The XY-shift Frame Differencing

— Title : A New Approach to Moving Object Detection and Segmentation : The
XY-shift Frame Differencing

— Authors : Natnael Wondimu, Ubbo Visser, and Cédric Buche
— Book Title : Proceedings of the 15th International Conference on Agents and Ar-

tificial Intelligence
— Volume : 3
— Publication date : 2023
— pages=309-318
— Publisher : SciTePress
— organization=INSTICC
— DOI : 10.5220/0011664500003393
— isbn=978-989-758-623-1
— issn=2184-433X

Saliency Prediction : Deep Learning Based Approach

— Title : Saliency Prediction : Deep Learning Based Approach
— Authors : Natnael Wondimu, Ubbo Visser, and Cédric Buche
— Book Title : Proceedings of the Black in AI workshop at the Conference on Neural

Information Processing Systems (NeurIPS)
— Publication date : 2022
— Publisher : Conference Publishing Services
— organization= Neural Information Processing Systems Foundation,
— URL : https ://nips.cc/virtual/2022/63611
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Interactive Machine Learning : A State of the Art Review

— Title : Interactive Machine Learning : A State of the Art Review
— Authors : Wondimu, N and Visser, U and Buche, Cédric
— Journal : arXiv preprint arXiv :2207.06196
— Publication date : 2022
— Publisher : Cornell Tech

Accepted Articles

Anthropomorphic Human-Robot Interaction Framework : Atten-
tion Based Approach

— Title : Anthropomorphic Human-Robot Interaction Framework : Attention Based
Approach

— Authors : Natnael Wondimu, Maelic Neau, Antoine Dizet, Ubbo Visser, and Cédric
Buche

— Book Title : Proceedings of the 2023 RoboCup Symposium
— Publication date : 2023
— Publisher : Springer
— Organization : RoboCup Federation

Enhanced Human-Robot Interaction through Spatio-Temporal
Saliency Prediction

— Title : Enhanced Human-Robot Interaction through Spatio-Temporal Saliency Pre-
diction

— Authors : Wondimu, N and Visser, U and Buche, Cédric
— Journal : Springer Nature of Computer Science
— Publication date : 2023
— Publisher : Springer
— Organization : Springer Nature
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Position Papers

Efficient Human-Robot Social Interaction through Video Saliency-
Based Heuristics for Heavy Machine Learning Models

— Title : Efficient Human-Robot Social Interaction through Video Saliency-Based
Heuristics for Heavy Machine Learning Models

— Authors : Wondimu, N and Visser, U and Buche, Cédric

Enhancing Human-Robot Interaction in Social Standard Robo-
tics through Multi-Modal Saliency Prediction : Audio-Visual Ba-
sed Approach

— Title : Enhancing Human-Robot Interaction in Social Standard Robotics through
Multi-Modal Saliency Prediction : Audio-Visual Based Approach

— Authors : Wondimu, N and Visser, U and Buche, Cédric

Affiliations

The following table lists the institutions or organizations that the authors are affiliated
with.

Conclusion

This chapter has presented a comprehensive list of publications related to the thesis
topic of Application of Interactive Machine Learning Models For Human-Robot Inter-
action : Attention-based Approach. The publications listed, which include experimental
research papers, a pre-print paper, and two position papers, are significant contributions
to the field of human-robot interaction and demonstrate the importance of incorporating
human attention modeling in developing effective and efficient human-robot interaction
systems.

The experimental research papers on saliency prediction and moving object detection
and segmentation provide valuable insights into how humans attend to visual stimuli, and
how this knowledge can be applied to the development of robotic systems. The pre-print
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Natnael Argaw
Wondimu

National Engineering School of Brest, Bretagne, France ; Ad-
dis Ababa University, Addis Ababa, Ethiopia

Dr. Ubbo Visser University of Miami, Florida, United States

Prof. Cédric
Buche

National Engineering School of Brest, Bretagne, France ;
CROSSING, CNRS IRL 2010, SA, Australia ; Flinders Uni-
versity, SA, Australia

Maelic Neau National Engineering School of Brest, Bretagne, France ;
CROSSING, CNRS IRL 2010, Australia ; Lab-STICC, CNRS
UMR 6285, France ; Flinders University, Australia

Antoine Dizet Lab-STICC, CNRS UMR 6285, France ; Flinders University,
Australia

paper on the state of the art in interactive machine learning contextualizes the research
and highlights the relevance of this field to the thesis topic.

The position paper on efficient human-robot social interaction through video saliency-
based heuristics for heavy machine learning models presents an innovative approach
to improving the efficiency of human-robot interaction systems by incorporating video
saliency-based heuristics. The other position paper on multi-modal saliency prediction
with attentive convLSTM architecture presents a novel approach to saliency prediction,
which includes both audio and visual cues and demonstrates the potential for multi-modal
approaches to improve the performance of human-robot interaction systems.

In conclusion, the publications presented in this chapter provide a strong foundation
for the proposed attention-based approach to human-robot interaction. They highlight the
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importance of incorporating human attention modeling into the design of robotic systems.
These publications, together with the proposed interactive machine learning models, have
the potential to revolutionize the field of human-robot interaction.
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APPENDIX

Human-Robot Interaction Framework Evaluation Ques-
tionnaire

Scenario I : Moving Objects in a Closed Room

Intuitiveness

1. How intuitive did you find the robot’s responses when encountering a moving
human in the closed room scenario ?

2. To what extent did the robot’s behavior align with your expectations of how it
should interact with a moving human in the environment ?

3. How easily did you understand the robot’s intentions and actions when it encoun-
tered a moving human ?

4. Did the robot’s reactions to a moving human enhance or hinder its overall intuiti-
veness in the scenario ?

5. How intuitive was the robot’s navigation and movement when there was a moving
human in the closed room ?

6. Did the robot’s interactions with a moving human feel natural and effortless to
comprehend ?

7. To what degree did the robot’s behavior towards the moving human reflect a
human-like understanding of the situation ?

8. How much did the robot’s intuitive responses contribute to your willingness to
trust and collaborate with it ?

9. Did the robot’s intuitiveness play a significant role in making the overall interaction
with the moving human more enjoyable and efficient ?

10. Considering the robot’s intuitiveness in the closed room environment with a moving
human, how likely are you to use or recommend it for similar tasks in the future ?
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Trust

1. To what extent did you trust the robot’s ability to identify and avoid obstacles in
the closed room scenario ?

2. How confident were you in the robot’s capability to navigate safely without colliding
with any objects ?

3. Did the robot’s responses to unexpected obstacles enhance your trust in its com-
petence ?

4. How reliable did you find the robot’s reactions when encountering moving objects
in the closed room ?

5. To what degree did the robot’s behavior align with your expectations of a safe and
efficient interaction ?

6. How much trust did you place in the robot’s ability to follow safety measures while
moving through the closed room ?

7. Did the robot’s performance in handling obstacles influence your overall trust in
its capabilities ?

8. How much did you rely on the robot to handle its tasks autonomously without
human intervention ?

9. To what extent did the robot’s behavior foster a sense of confidence in its decision-
making process ?

10. Considering the robot’s performance in the closed room environment, how likely
are you to collaborate with it in similar scenarios in the future ?

User Engagement

1. How engaged were you with the robot’s interactions and movements in the closed
room scenario ?

2. To what extent did the robot’s behavior capture and maintain your attention
throughout the interaction ?

3. Did the presence of a moving human in the closed room enhance or hinder your
overall engagement with the robot ?

4. How much did the robot’s responses to the moving objects contribute to a sense
of active participation and involvement in the interaction ?
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5. Did the robot’s engagement strategies make you feel more immersed and connected
with the task or environment ?

6. To what degree did the robot’s actions spark your curiosity or interest during the
closed room scenario ?

7. How enjoyable was the overall experience of interacting with the robot in the
presence of moving objects, including humans ?

8. Did the robot’s ability to adapt and respond to the environment’s dynamic elements
positively impact your engagement levels ?

9. How likely are you to seek out further interactions with the robot in similar closed
room environments with moving objects ?

10. Considering your level of engagement with the robot, how inclined are you to
recommend it to others for similar tasks or scenarios ?

User Satisfaction

1. How satisfied were you with the overall performance of the robot in the closed
room scenario ?

2. To what extent did the robot meet your expectations regarding its interaction with
moving objects, including humans ?

3. How well did the robot’s behavior align with your desired outcomes and objectives
during the interaction ?

4. Did the robot’s responses to moving objects contribute significantly to your overall
satisfaction with the interaction ?

5. How satisfied were you with the robot’s ability to navigate safely and efficiently in
the presence of moving objects ?

6. Did the robot’s performance in the closed room environment, including its res-
ponses to a moving human, enhance your sense of satisfaction ?

7. To what degree did the robot’s actions make you feel comfortable and at ease
during the interaction ?

8. How satisfied were you with the robot’s communication and interaction capabilities
in the closed room scenario ?

9. Did the robot’s performance in the presence of moving objects meet your criteria
for a successful and satisfactory human-robot interaction ?
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10. Considering your overall satisfaction with the robot’s performance, how likely are
you to use it again for similar tasks or recommend it to others ?

Scenario II : Interaction with Multiple Humans/Figures

Intuitiveness

1. How intuitive did you find the robot’s responses when interacting with multiple
moving humans and figures ?

2. To what extent did the robot’s behavior align with your expectations of how it
should interact with various moving and static entities ?

3. How easily did you understand the robot’s intentions and actions during the com-
plex interactions with multiple humans and figures ?

4. Did the robot’s reactions to different human and figure interactions enhance or
hinder its overall intuitiveness ?

5. How intuitive was the robot’s navigation and movement while interacting with
multiple dynamic elements ?

6. Did the robot’s interactions with both moving and static entities feel natural and
coherent to you ?

7. To what degree did the robot’s behavior towards multiple humans and figures
reflect a human-like understanding of the situation ?

8. How much did the robot’s intuitive responses contribute to your willingness to
trust and engage with it during the interactions ?

9. Did the robot’s intuitiveness play a significant role in making the overall interaction
with multiple humans and figures more enjoyable and efficient ?

10. Considering the robot’s intuitiveness in handling complex interactions, how likely
are you to use or recommend it for similar tasks in the future ?

Trust

1. To what extent did you trust the robot’s ability to handle complex interactions
with multiple moving humans and figures ?

2. How confident were you in the robot’s competence and reliability during the inter-
actions ?
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3. Did the robot’s responses to different human and figure interactions enhance your
trust in its capabilities ?

4. How reliable did you find the robot’s reactions when dealing with the variety of
dynamic elements present during the interactions ?

5. To what degree did the robot’s behavior foster a sense of confidence in its decision-
making process during the interactions ?

6. How much trust did you place in the robot’s ability to ensure safety while engaging
with multiple humans and figures ?

7. Did the robot’s performance in handling complex interactions influence your overall
trust in its capabilities ?

8. How much did the robot’s trustworthiness affect your willingness to collaborate
and engage with it ?

9. To what extent did the robot’s adherence to safety measures impact your trust
during the interactions ?

10. Considering the robot’s performance in complex interactions, how likely are you
to trust and rely on it for similar tasks in the future ?

User Engagement

1. How engaged were you with the robot during the interactions with multiple moving
humans and figures ?

2. To what extent did the robot’s behavior capture and maintain your attention
throughout the complex interactions ?

3. Did the presence of multiple dynamic elements enhance or hinder your overall
engagement with the robot ?

4. How much did the robot’s responses to different human and figure interactions
contribute to a sense of active participation and involvement ?

5. Did the robot’s engagement strategies make you feel more immersed and connected
with the tasks or environment ?

6. To what degree did the robot’s actions spark your curiosity or interest during the
interactions ?

7. How enjoyable was the overall experience of interacting with the robot in the
presence of multiple moving humans and figures ?
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8. Did the robot’s ability to adapt and respond to the dynamic elements positively
impact your engagement levels ?

9. How likely are you to seek out further interactions with the robot in similar sce-
narios involving multiple humans and figures ?

10. Considering your level of engagement with the robot, how inclined are you to
recommend it to others for similar tasks or scenarios ?

User Satisfaction

1. How satisfied were you with the overall performance of the robot during the inter-
actions with multiple moving humans and figures ?

2. To what extent did the robot meet your expectations regarding its interaction with
the complex mix of moving and static entities ?

3. How well did the robot’s behavior align with your desired outcomes and objectives
during the interactions ?

4. Did the robot’s responses to different human and figure interactions significantly
contribute to your overall satisfaction with the experience ?

5. How satisfied were you with the robot’s ability to navigate and operate effectively
while engaging with multiple dynamic elements ?

6. Did the robot’s performance in the presence of multiple moving humans and figures
meet your criteria for a successful and satisfactory interaction ?

7. To what degree did the robot’s actions make you feel comfortable and satisfied
during the interactions ?

8. How satisfied were you with the robot’s communication and interaction capabilities
in the context of complex interactions ?

9. Did the robot’s performance in handling complex scenarios contribute significantly
to your overall satisfaction ?

10. Considering your overall satisfaction with the robot’s performance, how likely are
you to use it again for similar tasks or recommend it to others ?
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Scenario III : Operating in an Open Space with Visual Variations

Intuitiveness

1. How intuitive did you find the robot’s responses when operating in the open space
with various visual variations ?

2. To what extent did the robot’s behavior align with your expectations of how it
should interact in an open and visually diverse setting ?

3. How easily did you understand the robot’s intentions and actions during the inter-
actions with visual variations in the environment ?

4. Did the robot’s reactions to different visual variations enhance or hinder its overall
intuitiveness ?

5. How intuitive was the robot’s navigation and movement when dealing with a variety
of visual elements and changes in the environment ?

6. Did the robot’s responses to visual variations feel natural and coherent to you ?

7. To what degree did the robot’s behavior in the open space with visual variations
reflect a human-like understanding of the situation ?

8. How much did the robot’s intuitive responses contribute to your willingness to
trust and engage with it during the interactions ?

9. Did the robot’s intuitiveness play a significant role in making the overall interaction
in the visually diverse environment more enjoyable and efficient ?

10. Considering the robot’s intuitiveness in handling complex interactions with visual
variations, how likely are you to use or recommend it for similar tasks in the future ?

Trust

1. To what extent did you trust the robot’s ability to handle complex interactions in
the open space with various visual variations ?

2. How confident were you in the robot’s competence and reliability during the inter-
actions with visual changes in the environment ?

3. Did the robot’s responses to different visual variations enhance your trust in its
capabilities ?

4. How reliable did you find the robot’s reactions when dealing with the diverse visual
elements present during the interactions ?
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5. To what degree did the robot’s behavior foster a sense of confidence in its decision-
making process in the visually diverse environment ?

6. How much trust did you place in the robot’s ability to ensure safety while operating
in the open space with visual variations ?

7. Did the robot’s performance in handling complex interactions with visual changes
influence your overall trust in its capabilities ?

8. How much did the robot’s trustworthiness affect your willingness to collaborate
and engage with it ?

9. To what extent did the robot’s adherence to safety measures impact your trust
during the interactions in the visually diverse environment ?

10. Considering the robot’s performance in complex interactions with visual variations,
how likely are you to trust and rely on it for similar tasks in the future ?

User Engagement

1. How engaged were you with the robot during the interactions in the open space
with various visual variations ?

2. To what extent did the robot’s behavior capture and maintain your attention
throughout the interactions with visual changes in the environment ?

3. Did the presence of various visual elements and changes enhance or hinder your
overall engagement with the robot ?

4. How much did the robot’s responses to different visual variations contribute to a
sense of active participation and involvement ?

5. Did the robot’s engagement strategies make you feel more immersed and connected
with the tasks or environment in the visually diverse setting ?

6. To what degree did the robot’s actions spark your curiosity or interest during the
interactions with visual variations ?

7. How enjoyable was the overall experience of interacting with the robot in the open
space with visual variations ?

8. Did the robot’s ability to adapt and respond to the visual elements and changes
positively impact your engagement levels ?

9. How likely are you to seek out further interactions with the robot in similar visually
diverse scenarios ?
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10. Considering your level of engagement with the robot, how inclined are you to
recommend it to others for similar tasks or scenarios ?

User Satisfaction

1. How satisfied were you with the overall performance of the robot during the inter-
actions in the open space with visual variations ?

2. To what extent did the robot meet your expectations regarding its interaction with
the diverse visual elements and changes ?

3. How well did the robot’s behavior align with your desired outcomes and objectives
during the interactions in the visually diverse environment ?

4. Did the robot’s responses to different visual variations significantly contribute to
your overall satisfaction with the experience ?

5. How satisfied were you with the robot’s ability to navigate and operate effectively
in the visually diverse environment ?

6. Did the robot’s performance in the open space with visual variations meet your
criteria for a successful and satisfactory interaction ?

7. To what degree did the robot’s actions make you feel comfortable and satisfied
during the interactions ?

8. How satisfied were you with the robot’s communication and interaction capabilities
in the context of complex interactions with visual changes ?

9. Did the robot’s performance in handling complex scenarios with visual variations
contribute significantly to your overall satisfaction ?

10. Considering your overall satisfaction with the robot’s performance, how likely are
you to use it again for similar tasks or recommend it to others ?

Scenario IV : Dynamic Environment with Humans and Moving
Objects

Intuitiveness

1. How intuitive did you find the robot’s responses when interacting with both moving
objects and humans in the dynamic environment ?
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2. To what extent did the robot’s behavior align with your expectations of how it
should interact in a dynamic and unpredictable setting ?

3. How easily did you understand the robot’s intentions and actions during the inter-
actions with both humans and moving objects ?

4. Did the robot’s reactions to different human and moving object interactions en-
hance or hinder its overall intuitiveness ?

5. How intuitive was the robot’s navigation and movement when dealing with a diverse
set of dynamic elements ?

6. Did the robot’s interactions with both moving objects and humans feel natural and
coherent to you ?

7. To what degree did the robot’s behavior towards humans and moving objects reflect
a human-like understanding of the situation ?

8. How much did the robot’s intuitive responses contribute to your willingness to
trust and engage with it during the interactions ?

9. Did the robot’s intuitiveness play a significant role in making the overall interaction
in the dynamic environment more enjoyable and efficient ?

10. Considering the robot’s intuitiveness in handling complex interactions, how likely
are you to use or recommend it for similar tasks in the future ?

Trust

1. To what extent did you trust the robot’s ability to handle complex interactions
with both humans and moving objects in the dynamic environment ?

2. How confident were you in the robot’s competence and reliability during the inter-
actions ?

3. Did the robot’s responses to different human and moving object interactions en-
hance your trust in its capabilities ?

4. How reliable did you find the robot’s reactions when dealing with the variety of
dynamic elements present during the interactions ?

5. To what degree did the robot’s behavior foster a sense of confidence in its decision-
making process during the interactions ?

6. How much trust did you place in the robot’s ability to ensure safety while engaging
with both humans and moving objects ?
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7. Did the robot’s performance in handling complex interactions influence your overall
trust in its capabilities ?

8. How much did the robot’s trustworthiness affect your willingness to collaborate
and engage with it ?

9. To what extent did the robot’s adherence to safety measures impact your trust
during the interactions ?

10. Considering the robot’s performance in complex interactions, how likely are you
to trust and rely on it for similar tasks in the future ?

User Engagement

1. How engaged were you with the robot during the interactions with both humans
and moving objects in the dynamic environment ?

2. To what extent did the robot’s behavior capture and maintain your attention
throughout the complex interactions ?

3. Did the presence of both moving objects and humans enhance or hinder your overall
engagement with the robot ?

4. How much did the robot’s responses to different human and moving object inter-
actions contribute to a sense of active participation and involvement ?

5. Did the robot’s engagement strategies make you feel more immersed and connected
with the tasks or environment ?

6. To what degree did the robot’s actions spark your curiosity or interest during the
interactions ?

7. How enjoyable was the overall experience of interacting with the robot in the
dynamic environment with humans and moving objects ?

8. Did the robot’s ability to adapt and respond to the dynamic elements positively
impact your engagement levels ?

9. How likely are you to seek out further interactions with the robot in similar sce-
narios involving both humans and moving objects ?

10. Considering your level of engagement with the robot, how inclined are you to
recommend it to others for similar tasks or scenarios ?
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User Satisfaction

1. How satisfied were you with the overall performance of the robot during the inter-
actions in the dynamic environment with humans and moving objects ?

2. To what extent did the robot meet your expectations regarding its interaction with
the complex mix of humans and moving objects ?

3. How well did the robot’s behavior align with your desired outcomes and objectives
during the interactions ?

4. Did the robot’s responses to different human and moving object interactions signi-
ficantly contribute to your overall satisfaction with the experience ?

5. How satisfied were you with the robot’s ability to navigate and operate effectively
while engaging with a variety of dynamic elements ?

6. Did the robot’s performance in the dynamic environment with humans and moving
objects meet your criteria for a successful and satisfactory interaction ?

7. To what degree did the robot’s actions make you feel comfortable and satisfied
during the interactions ?

8. How satisfied were you with the robot’s communication and interaction capabilities
in the context of complex interactions ?

9. Did the robot’s performance in handling complex scenarios contribute significantly
to your overall satisfaction ?

10. Considering your overall satisfaction with the robot’s performance, how likely are
you to use it again for similar tasks or recommend it to others ?
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Title: Application of Interactive Machine Learning Models For Human-Robot Interaction: The
Human Attention Approach

Keywords: human-robot interaction, saliency prediction, moving object detection, human

attention model, heuristic computer vision, intuitive HRI

Abstract: In this thesis, we develop algo-
rithmic and computational techniques to em-
ploy enhanced attention models for intuitive
and efficient human-robot social interaction.
One of the attention models we use in our
thesis is interactive video saliency prediction,
which we advance through a research con-
tribution. We develop a stacked-convLSTM
based video saliency prediction model that
uses the Dynamic Human Fixation (DHF1K)
dataset to predict human attention. To evalu-
ate our model, we employ Normalized Scan-
path Saliency (NSS), Similarity Metric (SIM),
Linear Correlation Coefficient (CC), AUC-Judd
(AUC-J), and shuffled AUC (s-AUC) in ad-
herence to the nature of saliency prediction.
Our experimental results show an outstanding
performance of our saliency prediction model
against the state-of-the-art models.

In addition to saliency prediction, we dis-
cuss our contribution in addressing moving
object detection and segmentation machine
learning problem. We introduce a robust
frame differencing technique called XY-shift
frame differencing as a major constituent of
our interactive moving object detection and
segmentation framework. We use a modi-
fied version of the change detection network
(CDNet-2014) dataset to train and evaluate
our model. Our extensive experimental re-

sults based on 4-fold cross validation strat-
egy show an outstanding performance of our
model against the state-of-the-art moving ob-
ject detection and segmentation models.

Furthermore, we introduce a novel
attention-based anthropomorphic HRI frame-
work. Our research work mainly investigates
the use of attention models as heuristic func-
tions and their impact in enhancing the intu-
itiveness and efficiency of human-robot inter-
action. We experiment with the characteris-
tics of our framework in both real and virtual
environments using Robot Operating System
(ROS) and third-party enabling modules as
communication and processing modules, re-
spectively. We also use the Linux-based hu-
manoid robot, Pepper, to experiment with the
characteristics of our framework in a physical
environment. In addition, we use Gazebo, a
robot simulation software, and the model of
Pepper humanoid robot to evaluate the char-
acteristics of our model in a virtual environ-
ment. Our experimental results show the im-
pact of the proposed framework in enhancing
human-robot social interaction.

In conclusion, we have identified several
potential research directions that may be of in-
terest to scholars in the fields of HRI, machine
learning, and computer vision.
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