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Abstract

Interaction between humans and machines, like social robots,
requires real time recognition of human actions. Most ap-
proaches to this problem wait for the end of the gesture to
perform classification. In this paper we present a deep learn-
ing approach to online gesture recognition that allows for an
estimation of the current gesture since its beginning. Our ap-
proach is to modify the existing Temporal Deep Belief Net-
work (TDBN) architecture. The result is a Discriminative
Temporal Deep Belief Network (DTDBN) which we apply
to the online classification of motion capture streams. We
optimize and evaluate our model in comparison with related
work.

Introduction

Real time human action recognition is an increasingly im-
portant capability in social robots. Extensive research has
been done in this direction (for detailed review see (Moes-
lund and Granum 2001; Aggarwal and Ryoo 2011)), but not
many focus on predicting the action before the gesture has
finished. However, such capabilities could be crucial for real
time interactive applications for which decisions must be
taken as fast as possible and can benefit from the anticipation
of the situation. The problem of sequential pattern recog-
nition can be seen as a classification problem and is often
dealt with through Hidden Markov Models (HMM), Support
Vector Machines (SVM) or Dynamic Time Warping (DTW).
However, DWT is known to perform slowly when the ges-
ture database increases in size (Keogh and Pazzani 1999).
SVMs seem to provide faster recognition than HMMs (Chen
et al. 2015), but these models are still relatively hard to train
on high dimensional data. Hence, we turn to more scalable
models that have been proven to handle high dimensional in-
put efficiently, namely deep learning. The goal of our work
is to recognize the gesture as fast as possible, through this
kind of approach, with a decent accuracy, instead of waiting
for the end of the motion to obtain a result. An important
point with deep learning is that, after the learning phase is
finished, the recognition is very fast and is not dependent on
the number of gesture classes to recognize.

There are two major families of deep architectures: Con-
volutional Neural Networks (CNN) and Deep Belief Net-
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works (DBN). Because of their operating principle and their
capacity to process large data, CNNs are very efficient for
visual analysis and thus have wide applications in image and
video recognition (Krizhevsky, Sutskever, and Hinton 2012).
In our case, we are particularly interested in the DBNs which
allow the recognition of static patterns in general. The archi-
tecture of a DBN consists in a stack of Restricted Boltz-
mann Machines (RBM), each of which contains a visible
layer and a hidden layer that enables the extraction of in-
creasingly more abstract features from the given data. The
training algorithm for this network is the greedy layer-wise
unsupervised algorithm (Hinton, Osindero, and Teh 2006),
an iterative algorithm to train a DBN by successively apply-
ing the algorithm of contrastive divergence (CD) to each of
the RBMs which compose it.

In this paper, we first discuss several extensions of the
DBN architecture that enable pattern recognition in time se-
ries. We then present our approach which consists in modify-
ing a Temporal Deep Belief Network (TDBN) (Sukhbaatar
et al. 2011) to perform classification on motion capture data
streams in real time. We optimize the parameters of the
obtained model and evaluate its classification performance
and recognition speed on two motion capture databases and
compare the results to related approaches.

Related Work

Hidden Markov Models (HMM) are considered to be a state-
of-the-art technology for the recognition of temporal pat-
terns such as sound signals, despite the fact that they can
not determine abstract concepts on input data. HMM based
recognition systems also need a large amount of training
data to obtain good recognition rates while approaches using
Dynamic Time Warping (DTW) has low performance when
the variance in the recorded motion is significant. For all
these systems, the number of recognizable gestures is lim-
ited.

Deep belief networks are dedicated to the recognition of
static patterns. It is difficult to use them to generate dy-
namic patterns, first because their hierarchical structure is
not explicitly adaptable to temporal contexts, but also be-
cause the Restricted Boltzmann Machines used in the DBNs
are not able to learn time constraints. However, there are
extensions of DBNs that allow sequential patterns to be
recognized, which perform better than Conditional Ran-



dom Fields (CRFs) (Lafferty, McCallum, and Pereira 2001).
The latter are commonly used for temporal pattern recogni-
tion despite their inferior latent representations (Andrew and
Bilmes 2012).

Hybrid architectures that combine DBNs with HMMs
have been proposed, notably Back-Propagation DBN (BP-
DBN) and Associative Memory DBN (AM-DBN) (Mo-
hamed, Dahl, and Hinton 2009), for sound signal recogni-
tion. These two architectures show slight differences in their
structures, but both have mechanisms to avoid overfitting.
They are also pre-trained via the greedy layer-wise unsuper-
vised algorithm.

Taylor et al. proposed an extension of the RBM that is
able to learn gestures and therefore temporal data (Taylor,
Hinton, and Roweis 2006). This new model is called Con-
ditional RBM (CRBM). A CRBM is the addition of an ex-
tended visible layer to the RBM structure, called “past vis-
ible”, that has the role of keeping the previous state of the
visible layer. The connections between this new layer and
the other layers of the model are unidirectional and corre-
spond to the temporal constraints between two consecutive
visible states. The training of a CRBM is identical to that of a
conventional RBM, the neurons of the past-visible layer be-
ing comparable to biases. Despite their interest, the CRBMs
have some shortcomings in our use case. Indeed, the capture
motion corresponds to a set of angular data represented by
continuous variables. As a result, the past-visible and visible
layers are associated with continuous values when gestures
are generated. The problem is that the connections between
these two layers create an instability in the training of the
CRBMs.

To deal with this issue, it is possible to evolve the
CRBM architecture by adding a hierarchical structure. This
idea introduces a new model, the Temporal DBN (TDBN)
(Sukhbaatar et al. 2011). TDBNs are 2-layer DBNs in which
the initial layer is composed of several RBMs in parallel,
that can be seen as a large RBM with fairly scattered con-
nections. This architecture makes TDBNs a robust and flex-
ible model and avoids the problem of instability associated
with training the CRBM directly on the data, since features
are extracted by the RBMs and supplied to the CRBM which
only focuses on the temporal aspect of the data. Hence, the
top layer of the CRBM can be seen as an abstract control
layer which can be used to impose a gesture to generate.

For our purpose — i.e. online human action recognition —
the robustness shown by the TDBN architecture in gesture
generation (Sukhbaatar et al. 2011) makes it a good candi-
date for extension to our classification problem. In the fol-
lowing section we describe our modifications to this model
and the steps taken to optimize its performance.

Proposition: Discriminative TDBN

Online gesture recognition requires processing high dimen-
sional temporal data, on which classic classification algo-
rithms are inefficient. Sukhbaatar et al. propose a modifi-
cation to the DBN architecture for human gesture gener-
ation (i.e. temporal pattern generation) (Sukhbaatar et al.
2011). Their approach consists in a Conditional Restricted
Boltzmann Machine (CRBM) (Taylor, Hinton, and Roweis

2006) coupled with a set of RBMs, one for each body part
(left/right arm/leg and trunk). The use of multiple RBMs en-
ables considerably limiting the training data dimensions for
each RBM, while the top CRBM layer is trained with ab-
stract binary features obtained from the bottom RBMs and
handles temporal dynamics. This spatial-temporal separa-
tion enables the generation and recognition of dynamic be-
haviors.

Although a TDBN control layer allows to impose the ac-
tion to generate, it is associated with labels learned in an
unsupervised manner, as the CRBM is only trained with the
Contrastive Divergence algorithm. The model proposed by
Sukhbaatar et al. does not include a supervised fine-tuning
phase.

Because our goal is to perform gesture recognition rather
than generation, we must add a layer of labels (logistic re-
gression). The architecture shown in Figure 1 is hence ob-
tained, which we have chosen to name Discriminative Tem-
poral Deep Belief Network (DTDBN).
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Figure 1: Illustration of the Discriminative Temporal Deep
Belief Network architecture (DTDBN).

For the purpose of supervised learning, the TDBN archi-
tecture must be slightly changed. According to the literature
and more precisely the work of Hinton (Hinton, Osindero,
and Teh 2006), the most common way to obtain this type of
learning is to add an extra layer at the top of the network,
which would be trained with different labels in a supervised
fine-tuning phase. In our case, this is a logistic regression
layer, one of the most common linear classifiers for predict-
ing the class of an input. The X input data belongs to the
class Y for which the probability (1) is the highest.

Pr(Y =i|X,W,b) = softmax(W « X +b) (1)

Optimization

For the purpose of exploring how the model parameters in-
fluence its performance, we used part of the INGREDIBLE
database (Stankovic et al. 2013), namely the Fitness dataset
because it is more complex (more similarities between dif-
ferent gestures) and therefore much more of a challenge to



perform classification. The data consists in a set of BVH files
which contain the skeleton bone rotations at each frame (see

T

Figure 2: INGREDIBLE database gesture examples.

The proposed model is used to classify 9 actions (more
details in the following section, table 4). For each of them,
4 samples are used for learning, 4 for validation and 2 for
the test phase (~ 400 frames per sample). We perform two
experiments to optimize the training cost of the RBMs and
the time window for the CRBM.

In the first experiment we tested the importance of order
of training data. The hypothesis was that learning the ges-
tures one after the other could introduce bias and instability
in learning. Because the weight matrix is updated by pack-
ets and not continuously, certain actions could potentially
have greater importance than others. Therefore, we chose to
train the RBMs and CRBM by shuffling all the frames of the
training data. In the case of the CRBM, the ordered frame
packets were mixed to maintain the temporal aspect and be
able to update past-visible layers - i.e. the frame order is kept
for each training packet, but the order of the packets is ran-
domized. We have plotted the evolution of the RBM training
cost without and with data shuffling (see Figure 3).

RBMs training phase :
- epoch=10000; Number of hidden= 30; Learning rate=0.001
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Figure 3: Plot of RBM training cost (negative log-

likelihood) without (a) and with (b) data shuffling.

For the same training parameters and conditions, we no-
tice a strong oscillation of the cost when no shuffling is per-
formed, which signals weight matrix variations in the RBMs
and thus a learning difficulty. As expected, the oscillation is

greatly reduced with shuffling due to more uniformly repre-
sented gesture classes in each minibatch.

In the second experiment, we wanted to test the benefits
of a memory refresh rate, a principle used by (Sukhbaatar
et al. 2011). The module of (Jost et al. 2015) operates at
30 frames per second (FPS), which corresponds to the fre-
quency of perception of the human eye. Our module operates
at 120 FPS due to the capture frequency of gestures present
in the INGREDIBLE database, therefore the temporal influ-
ence is (D +1)* R*1/120 where D is the delay (number of
past-visible layers) and R is the refresh interval (R-1 frames
are skipped between each past-visible layer in order to in-
crease the temporal influence). A CRBM that has 10 past-
visible layers updated at 120 FPS without skipping frames
has a temporal influence of (10 4+ 1) x 1 % 1/120 = 0.092s.
This time window seems too short to represent the evolution
of a human gesture. The idea is then to set up a memory
refresh interval to update every R frames, with IR a natural
number. The interest of this parameter is that it increases the
time window of the CRBM without increasing the size of
its architecture. As evidenced by the 3D graphics shown in
Figure 4, the Prediction Error Rate (PER = 1 — accuracy)
is low when the time window of the CRBM is around
(14 + 1) *« 2 % 1/120 = 0.250s. Moreover, the model is
more efficient for classification when the number of past-
visible layers is high and the refresh rate is low. This result
is consistent, a large number of past-visible layers means
many synaptic connections with the discriminative layer and
therefore has more influence on the latter.
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Figure 4: Plot of the influence of refresh interval and delay
parameters on the PER.

It is also necessary to determine the influence of the num-
ber of neurons present in the hidden layer of the RBMs
and the CRBM. We have varied these two parameters while
observing the evolution of the error rate. According to the
graph presented in Figure 5, the results in classification per-
formance are optimal for RBMs having 30 and CRBM hav-
ing 300 neurons in the hidden layer.

Regarding the learning rates associated with the differ-
ent training algorithms, we have varied them between le—1,
le—2 and le—3 and observed their impact on the error rate.
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Figure 5: Heat map showing the influence of the number of
neurons present in the hidden layers of RBMs and CRBM.

The bold values in Table 1 are those used hereafter.

RBM training CRBM training Finetuning
[ L. rate le-T [ Te2 [ Te3 Te-l [ Te2 [ Te3 Te-l [ Te2 [ Te-3
[ PER [ 2454% | 17.57% | 16.88% | 14.27% | 16.39% | 16.88% | 20.26% | 22.97% | 27.92%

Table 1: Influence of learning rates on the recognition error.

Consequently, it is possible to train the DTDBN with
these different parameters which we summarized in Table
2. The duration necessary for this training is 29.46 minutes,
however this time can be significantly reduced by lowering
the number of training epochs, with negligible decrease in
performance.

Param Epochs Learning rates Hidden layers Memory
RBM [ CRBM | Finetune | RBM [ CRBM | Finetune | RBM | CRBM | Delay | Freq
Value | 10000 | 10000 | 10000 le3 | Te-l | Te-l 30 | 300 14 12

Table 2: Summary of optimal parameters.

Evaluation

We compare the performance of our approach with recent
existing results, from the point of view of classification ac-
curacy (final decision, regardless of how many frames were
analyzed) and from that of recognition speed (how many
frames are required to predict a gesture).

In their paper, (Jost et al. 2015) use the idea of chunk and
shift. Rather than comparing the predicted and actual labels
on each frame, the idea is to calculate the average label on a
set of frames called a chunk. For our model we use a shift of
1 in order not to drastically reduce the number of data to be
classified. This principle is illustrated in Figure 6.

With regard to performance, we conducted tests using
four versions of our model:

» Test 1 corresponds to a gesture after gesture recognition
per frame (chunk size 1);

 Test 2 corresponds to gesture after gesture recognition us-
ing chunks (chunk size 240, in order to match the 2 second
window as used by (Jost et al. 2015));

* Test 3 corresponds to recognition of gestures in a contin-
uous stream without using chunks. A continuous stream
means that previous frames are implicitly used as memory
initialization for the recognition of the subsequent ones;

 Test 4 corresponds to recognition of gestures in a contin-
uous stream using chunks.

Ve Chunk n°1 /»rC_h_u_n_k_rl _2 ______ C_C_h_u_n_k_nj _________
== ==
Il Frame Frame Frame | _ Frame || Frame
[ 2 3 50 || 51

Figure 6: Illustration of chunks composed of 50 frames with
a shift of 1 (49 overlapping frames).

The results of our approach were obtained using the fol-
lowing configuration: Intel Xeon E5-1603 2.8GHz, 8GB
RAM, GeForce GTX Titan.

Error Rate Estimation

There are many indicators when evaluating the classifica-
tion performance of a model, commonly calculated based
on the confusion matrix. As in the case of our work, the
trade-off between true positive (TP) rate (sensitivity) and
false positive (FP) rate (1-specificity) has less impact than in
other fields such as medicine, we do not investigate differ-
ent thresholds for classification (ROC curve). Nevertheless,
we analyze four performance indicators: Precision, Recall,
Accuracy and F-measure (see Table 3).

Comparing the results of tests 1 and 2 with tests 3 and 4
respectively makes it possible to determine the impact that
continuous stream recognition has on the model’s classifica-
tion performance. Given that the results are not significantly
different, this experiment proves that the DTDBN is an ef-
ficient model for segmentation of gestures. This is notewor-
thy, since continuous stream segmentation appears to be one
of the weaknesses of SVM classifiers (Kadu and Kuo 2014).

Classification Performance

In their model, (Jost et al. 2015) have taken into consid-
eration 233 features such as speed, acceleration, symme-
try or fluidity, obtained using Principal Component Analy-
sis (PCA). Following this analysis, the labeled learning ges-
tures are divided into multiple chunks for which the various
features determined above are calculated. These chunks are
then stored in a dictionary where the chunk-label associa-
tion is performed. The recognition principle is quite similar,
and has the advantage that the prediction is performed by a
simple comparison of chunks. Since the size of these chunks
is fixed, recognition does not depend directly on the number
of frames contained in the gestures. This makes it possible
to overcome the usual problems of segmentation of gestures
during a continuous stream recognition.

We tested the system of (Jost et al. 2015) to a new set of
gestures from the INGREDIBLE database (Fitness dataset)
to compare the two models on more complex gestures. The
comparison results are illustrated in Table 4.

The results presented in Table 4 show a great improve-
ment brought by the DTDBN model in terms of classifica-
tion performance and robustness both for gesture after ges-
ture recognition and for segmentation of gestures in a con-
tinuous stream.



Precision Recall Accuracy F-measure
test 1 test 2 test 3 test 4 test 1 test 2 test 3 test 4 test 1 test 2 test 3 test 4 test 1 test 2 test 3 test 4
GO | 869% 1000% 869% 1000% |97.1% 1000% 959% 9929% | 987% 100.0% 98.7% 999% |91.7% 1000% 912% 99.6%
Gl |91.0% 1000% 91.7% 994% |968% 1000% 97.4% 99.7% |989% 100.0% 99.0% 99.9% | 93.8% 100.0% 944% 99.6 %
G2(90.7% 1000% 89.1% 99.6% |88.0% 1000% 89.7% 99.8% | 98.4% 100.0% 98.5% 100.0% |89.3% 100.0% 89.4% 99.7%
G3|98.1% 1000% 98.6% 99.9% |91.4% 1000% 920% 949% | 98.6% 100.0% 98.8% 993% |946% 1000% 952% 97.3%
G4 | 740% 1000% 708% 948% |76.1% 1000% 741% 99.8% |937% 100.0% 93.1% 993% |750% 100.0% 724% 97.2%
G5 |869% 1000% 87.3% 988% |709% 1000% 734% 92.1% |93.9% 100.0% 944% 987% |781% 100.0% 79.8% 953%
G6 | 789% 1000% 81.5% 91.8% |940% 1000% 95.6% 99.0% |965% 1000% 97.0% 987% |858% 100.0% 88.0% 953%
G7|924% 1000% 92.5% 1000% | 81.8% 1000% 799% 963% | 96.6% 100.0% 962% 99.5% |868% 100.0% 857% 98.1%
G8 | 762% 1000% 77.8% 957% |883% 1000% 87.1% 100.0% | 959% 100.0% 959% 995% |81.8% 1000% 822% 97.8%
Table 3: Performance indicators on the INGREDIBLE database.

# Jostetal. version DTDBN version gestures, we note that the PER has increased considerably

vl v2 vl v2 compared to the classification of 9 gestures of the INGRED-

0 196.7% 91.8% | 100%  100% IBLE database that we realized previously. We can therefore

1 97.3%  94.5% | 100%  99.4% conclude that the increase in the number of gestures to be

2 571%  58.1% | 100%  99.6% recognized leads to confusion in learning, which implies a

3 | 984% 755% | 100%  99.9% rapid increase in the PER.

4 97.3%  94.8% | 100%  94.8% However, it is important to note that because of their op-

5 88.6%  83.2% | 100%  98.8% erating principle, these classifiers prove to be much less ef-

6 | 99.6% 88.0% | 100% 91.8% ficient in recognizing gestures in a continuous stream, that

7 96.4%  94.2% | 100%  100% is to say to perform segmentation of gestures, whereas the

8 924%  97.7% 100%  95.7% DTDBN, as discussed in the following subsection, is able

Total | 91.5%  87.0% | 100%  97.8% to recognize a gesture while it is happening. The SVMs are

Table 4: Recognition performance results on INGREDIBLE
Database. The first version (v1) corresponds to a recognition
gesture after gesture (same as test 2 for DTDBN) and the
second (v2) corresponds to continuous stream recognition
(same as test 4 for DTDBN).

As to further validate the robustness of the proposed
model, we also compare our approach to the work of (Kadu
and Kuo 2014), who describe a set of techniques which
they combine to produce superior classifiers. They use the
CMU database which consists of 30 different gestures, with
278 motion capture files containing a total of approximately
0.5 million frames. They obtain recognition rates of 99.2%.
Their results were obtained with the following configura-
tion: Intel Core 2 Duo T6500 2.1GHz, 4GB RAM. We repli-
cate their 5-fold cross-validation with the same version of
our model (without CMU database specific optimization).
Our preliminary results are presented in Table 5.

+ |0 1 2 3 4 5 6 7 8 9

0|63 8 22 100 80 100 100 8 80 76
10|60 8 60 71 60 60 83 100 92 20
20133 83 17 100 19 93 100 80 93 60

Total: 71.7%

Table 5: Recognition accuracy results on CMU Database in
%. Gesture number composed by adding row and column
numbers (ex. Gesture 22 = 20+2).

Considering the results presented in Table 5, we quickly
realize that the DTDBN is much less efficient than the set
of classifiers proposed by (Kadu and Kuo 2014) in the case
of a gesture after gesture recognition. Although a recogni-
tion rate above 70% is reasonable for a classification of 30

therefore perfect candidates for classifying time series one
after the other but they do not answer our problem of online
recognition.

Recognition Speed

In their paper, (Jost et al. 2015) also evaluated the average
time needed for their model to recognize a gesture from the
INGREDIBLE database in a continuous stream, and com-
pared it to the average human delay. We conducted a test
using the DTDBN on the same data in order to obtain a fair
comparison. Recognition delays for our model are plotted
for each gesture in Figure 7.
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Figure 7: DTDBN gesture recognition delays in a continu-
ous stream.

The average gesture duration in the INGREDIBLE
database (Fitness dataset) is ~4 seconds. Therefore, our
model requires to perceive on average 8% of the gesture be-
fore it can determine its category. The results of the compar-
ison are presented in Table 6.

In addition to being more efficient and robust, the DT-
DBN model also has advantages thanks to its principle of
operation. The module of (Jost et al. 2015) is based on a
comparison of chunks to a dictionary. Therefore, when the
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Table 6: Average recognition time on continuous stream.
Comparison with results from (Jost et al. 2015).

database becomes too large, the time required for this com-
parison would increase and make it difficult to recognize
gestures in real time. In the case of the DTDBN, the size
of the database only influences the training time.

Conclusions and Future Work

In this work, we sought to answer the problem of online hu-
man action classification by using a Temporal Deep Belief
Network. Our approach was to adapt this generative model
to a classification context. This resulted in the Temporal
Discriminative Deep Belief Network, a model dedicated to
motion capture data recognition. We sought to evaluate our
classifier in terms of performance and robustness on the IN-
GREDIBLE and CMU databases. The approach has promis-
ing results: a recognition rate of 100% in a gesture recog-
nition after gesture and 97.8% in the case of gesture seg-
mentation in a continuous stream of motion capture data, on
the INGREDIBLE database for which it was optimized. Re-
sults on the CMU database are also satisfactory, given the
low online recognition time (~0.32s). Such results show the
robustness of the DTDBN since the databases used present
variability in terms of fluidity, amplitude and rate of execu-
tion of the gestures.

Regarding future work, we intend to explore the possibil-
ity to modify the CRBM architecture to add an internal clas-
sification layer (Figure 8), similar to discriminative RBMs
proposed by (Larochelle and Bengio 2008).

hidden

— | T~

past visible == visible label

DCRBM

Figure 8: Discriminative CRBM (DCRBM).

This new approach would replace the top layer of the DT-
DBN and the current CRBM with a DCRBM with the aim to
asses and compare performance with our current approach.
We also intend to vary the complexity of DTDBN param-
eters by replacing the RBMs by DBNs and automatically
optimizing the size of the hidden layer of the CRBM.
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